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Semester-I1I(w.e.f. 2021-22)

Foaching Evaluation Scheme
Scheme
S| Catogory| Gode | Course Title el 0 8
TA Test 1 | Test 2 | ( TT1 & | ESE | Total
(rrn | (rra) | TT2)
L | T|P | Credits| [A] [B] €] [A+B+C] Credits
1 | BS BSCS3010T | Mathematics for Intelligent Systems 1 4 20 15 15 15 65 100 4 4
9 PC1 PCCS3020T | Data Structures and Algorithms 3 3 20 15 15 15 65 100 3 4
PCIL PCCS3020L | Data Structures and Algorithms Laboratory 2 25 25 50 il
: PC2 PCCS3030T | Foundations of Dat?, Analysis 3 3 20 15 15 15 65 100 3 4
PC2L PCCS3030L. | Foundations of Data Analysis Laboratory 2 |4 25 25 50 it
i PC3 PCCS3040T | Database Management Systems 3 3 20 15 15 15 65 100 3 4
PC3L PCCS3040L | Database Management Systems Laboratory 2 |1 25 25 50 i
5 PC4 PCCS3050T | Statistics for Data Science 3 3 20 15 15 15 65 100 3 4
PCA4L PCCS3050L | Statistics for Data Science Laboratory 2= el 25 25 50 I}
6 | PC5L PCCS3060L | Programming with Python Laboratory 2! 25 25 50 if 1
T | B PJCS3070L | Semester Project-I 2 I3 25 25 50 1| 1
8 | MC MCCS3080T | Constitution of India 1 Audit Course
9 | INT INTCS3090 | Field/Internship/Industry Training Audit Course
Total | 16 | 1 | 12|22 250 75 475 | 800 22 22

# Minimum 6 weeks internship should be done during winter/summer vacation of semester IIT to VI. Report to be submitted in Semester VII.




Semester-IV (w.e.f. 2021-22)

Teaching Evaluation Scheme
Scheme
Sy Course | Course c Titl Continuous Assessment (CA)
. Category| Code garse Litle Term Term Average
TA Test 1 | Test 2 | ( TT1 & | ESE | Total
rrTay | erm) | Tre)
L | T|P | Credits| [A] [B] [C] [A+B+C] Credits
1 PC1 PCCS4010T | Programming Language Principles 3 20 15 15 15 65 100 3 4
PC1L PCCS4010L | Programming Language Principles Laboratory 2 11 25 25 50 1
5 PC2 PCCS4020T | Machine Learning - 1 3 3 20 15 15 15 65 100 3 4
PC2L PCCS40201. | Machine Learning - I Laboratory 2 1 25 25 50 1
- PC3 PCCS4030T | System Fundamentals 3 3 20 15 15 15 65 100 3 A
PC3L PCCS4030L | System Fundamentals Laboratory 2 |2 25 25 50 i)
4 PC4 PCCS4040T | Design and Analysis of Algorithms 3 3 20 15 15 15 65 100 3 4
PC4L PCCS4040L | Design and Analysis of Algorithms Laboratory 2 il 25 25 50 1
5 | HM HMCS4050T | Universal Human Values 2 2 20 15 15 15 65 100 2 2
6 | PC5L PCCS4060L | Web Engineering Laboratory 4 |2 50 50 100 2 2
7 | B PJCS4070L Semester Project-I1 ) 1 25 25 50 1 1
8 | HM HMCS4080 Employability Skill Development Program-I 2 1 50 50 1 il
9 | INT INTCS4090 | Field/Internship/Industry Training# Audit Course
Total | 14 16 | 22 325 75 500 | 900 g 22

# Minimum 6 weeks in/t;mship should be done during winter/summer vacation of semester III to VI. Report to be submitted in Semester VIL
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The final certification and acceptance of term work will be subject to satisfactory performance of
laboratory work and upon fulfilling minimum passing criteria in the term work.

End Semester Examination (ESE):

Oral / Practical examination will be based on the entire syllabus including, the practicals performed

during laboratory sessions.
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The final certification and acceptance of term work will be subject to satisfactory performance of
laboratory work and upon fulfilling minimum passing criteria in the term work.

End Semester Examination (ESE):

Oral / Practical examination will be based on the entire syllabus including the practicals performed

during laboratory sessions,
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Evaluation Scheme:
Laboratory:
Continuous Assessment (TA) 25 Marks:

Laboratory work will be based on PCCS3060L with minimum 10 experiments to be incorporated.

The distribution of marks for term work shall be as follows:
1. Performance in Experiments: 05 Marks
2. Journal Submission: 05 Marks
3. Viva-voce: 05 Marks
4. Subject Specific Lab Assignment/Case Study: 10 Marks

The final certification and acceptance of term work will be subject to satisfactory performance of
laboratory work and upon fulfilling minimum passing criteria in the term work.

End Semester Examination (ESE) 25 Marks:

Oral / Practical examination will be based on the entire syllabus including, the practicals performed

during laboratory sessions.
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4. Latest Publications of Indian Institute of Human Rights, New Delhi.
Web Resources

1. www.nptel.ac.in

2. www.hnlu.ac.in

3. Www.nspe.org

4, www.preservearticles.com
Evaluation Scheme:

1. Student should submit a report on the case study declared by teacher.

2. Audit point shall be awarded subject to submission of report of the case study declared by

teacher.
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Programming Language
Principles(PCCS4010T)

Teaching Scheme Examination Scheme
Lectures : 03 Hrs./week Term Test : 15 Marks
Credits : 03 Teacher Assessment : 20 Marks

End Sem Exam : 65 Marks
Total Marks : 100 Marks
“

Prerequisite: Computer Basics
Course Objectives:

To introduce various programming paradigms and basic constructs of programming languages with
the concepts of syntax and semantics.

CO | Course Outcomes Blooms| Blooms
Level Description
CO1 | Compare different programming paradigms with their design | L2 Understand
issues.
CO2 | Apply client and server-side scripting to develop applica- | L3 Apply
tions.
CO3 | Illustrate system programming concepts. L2 Understand
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Course Contents
%

Unit-I Introduction 04 Hrs.
Role of Programming Languages, Need to Study Programming Languages, Characteristics of Pro-
gramming Languages, Programming Language Paradigms: Imperative, Object Oriented, Functional,
Logic, Event Driven and Concurrent Programming, Language Design Issues, Language Translation
Issues. Data Types: Properties of Types and Objects, Elementary Data Types, Structured Data
Types, Type Conversion, Binding and Binding Times.

Unit-II Imperative Programming Paradigm 08 Hrs.
Procedural Programming: Sequence Control: Implicit and Explicit Sequence Control, Sequencing
with Arithmetic Expressions, Sequencing with Non arithmetic Expressions, Sequence Control between
Statements. Subprogram Control: Subprogram Sequence Control, Attributes of Data Control, Shared
Data in Subprograms, Different Parameter Passing Methods, Lifetime of Variables, Storage Manage-
ment, Exceptions and Exception Handling. Desirable and Undesirable Characteristics of Procedural
Programming. Case Study of C.

Object — Oriented Programming: General Characteristics for Object-Based Programming, De-
sign Principles for Object-Oriented Programming, Implementing Object-Oriented Programming, De-
sirable Characteristics of Object-Oriented Programming. Object Oriented Programming in Java:
Abstraction, Inheritance, Polymorphism, I/O, Access Specification, Interfaces, Packages, Exception
Handling, Multithreading, Event Handling. AWT: Working with Windows, Graphics, Text, using
AWT Controls, Layout Manager and Menus. Comparative Study of Java and Python.

Unit-III Declarative Programming 08 Hrs.
Logic Programming Language Model, Logical Statements, Resolution, Unification, Search Structures,
Applications of Logic Programming. Case Study of Prolog. Applicative Programming Paradigm:
Lambda Calculus: Ambiguity, Free and Bound Identifiers, Reductions, Typed Lambda Calculus,

Principles of Functional Programming. Case Study of Haskell.

Unit-IV Overview of Scripting Language 04 Hrs
Common Characteristics, Different Problem Domains for using Scripting, Use of Scripting in Web
Development-Server and Client-Side Scripting. Innovative Features of Scripting Languages-Names

and Scopes, String and Pattern Manipulating, Data Types, Object Orientation.

Unit-V Syntax and Semantics 12 Hrs.

Lexical Structure of Programming Languages, Context-Free Grammars and Bnfs, Parse Trees and Ab-

stract Syntax Trees, Ambiguity, Associativity and Precedence, Ebnfs and Syntax Diagrams, Parsin
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o

Techniques and Tools, Lexics Vs Syntax Vs Semantics. Attributes, Binding and Semantic Functions,
Declarations, Blocks and Scopes, The Symbol Table, Name Resolution and Overloading, Allocation

Lifetime and The Environment, Variable and Constants, Aliases, Dangling References and Garbage.

Unit-VI Parallel Programming Paradigm 06 Hrs.
Principles of Parallel Programming, Precedence Graph, Data Parallelism, Control Parallelism, Mes-
sage Passing, Shared Address Space, Synchronization Mechanisms, Mapping, Granularity.

Text Books:" .

L Roosta Seyed, “Foundations of Programming Languages Design and Implementation”, 3™¢ Edi-

tion, Cenage learning.

2. T. W. Pratt, Zelkowitz, “Programming Languages: Design and Implementation”, 37 Edition,
PHI, 2002,ISBN-81-203-1038-1.

3. M. Scott, “Programming Language Pragmatics”, Morgan Kaufmann Publishers.

_Reference Books:

1. R. W. Sebesta, “Concepts of programming languages”, 4" Edition, Pearson Education 2001.
2: Sethi Ravi, “Programming Languages: Concepts and Constructs” Pearson Education.

3. Herbert Schildt, “The Complete Reference C”, 4™ Edition, Tata McGraw Hill.

4. Herbert Schildt, “The Complete Reference Java2”, 5'" Edition, Tata McGraw Hill.

5. Graham Hutton, “Programming in Haskell”, 2" Edition, Cambridge University Press.

6. John Bloomer, “Power Programming with RPC”, O'Reilly.

7. Max Bramer, “Logic Programming with Prolog”, Springer

8. M. Lutz, “Learning Python: Powerful Object- Oriented Programming”, 5™ Edition, O’Reilly.

Evaluation Scheme:

Theory :

Continuous Assessment (A):

Subject teacher will declare Teacher Assessment criteria at the start of semester.

Continuous Assessment (B):

1. Two term tests of 15 marks each will be conducted during the semester.

2. Average of the marks scored in both the tests will be considered for final grading.
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End Semester Examination (C):

1. Question paper based on the entire syllabus, summing up to 65 marks.

2. Total duration allotted for writing the paper is 3 hrs.
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Programming Language Principles Laboratory

(PCCS4010L)

Practical Scheme Examination Scheme
Practical : 02 Hrs./week Teacher Assessment : 25 Marks
Credit : 01 End Sem Exam : 25 Marks

Total : 50 Marks

Course Objectives:
1. To introduce several different paradigms of programming.
2. To gain experience with these paradigms by using various programming languages.

3. To understand concepts of syntax, translation, abstraction and implementation.

CO | Course Outcomes Blooms| Blooms
Level Description

COl1 Demonstrate basic data types and data structures in pro- | L2 Understand
gramming language.

CO2 | Understand and apply the various characteristics of proce- | L2, L3 | Understand,

dural programming and object oriented programming. Apply

CO3 | Understand and apply the basics of declarative program- | L2, L3 | Understand,
ming for Prolog and Haskell. Apply

CO4 | Understand and apply innovative features of scripting lan- | L2, L3 | Understand,
guage. Apply

CO5 | Formulate new solutions for given problems or improve ex- | L6 Create

isting one for better efficiency and optimization.
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List of Laboratory Experiments

\

Suggested Experiments:

Any other experiment based on syllabus may be included, which would help the learner to understand

topic/concept. At least one program per unit should be covered in the laboratory.

¢ Procedural Programming

— Write a C program to find whether a triangle can be formed or not. If not display “This
Triangle is NOT possible.” If the triangle can be formed, then check whether the triangle
formed is equilateral, isosceles, scalene or a right-angled triangle. (If it is a right-angled
triangle then only print Right-angle triangle do not print it as Scalene Triangle or Isosceles

triangle).
— Write a C program to sort a given 1D array using pointer in ascending order.

¢ Object Oriented Programming

— Implement an application of Encapsulation.

— Implement an application for different types of Inheritance.
® Logic Programming: Implement following using PROLOG

— Write facts for the given statement.
— Write a program to study rule.

— Create a family tree.
o' Functional Programming: Implement following using Haskell

— Write a function to determine the length of a list.
— Write a function to determine if a given item appears in a list.
— Write a function to find addition of two number.

— Write a program to find the second lowest grade of any student(s) from the given names
and grades of each student using lists and lambda. Input number of students, names and

grades of each student.
e Scripting
— Implement string and pattern matching using python/PERL.
— Design Student Registration form using Java Script /PHP.

e Syntax and Semantics

— Case study on LEX and YACC Programming.




— Write a program to identify Tokens.

— Implement Symbol Table.
e Parallel Programming

— Implement inter process communication using RPC.
— Implement inter process communication using Sockets.

— Program on multithreading.

Evaluation Scheme:

Laboratory:

Continuous Assessment (TA):

Laboratory work will be based on PCCS4010T with minimum 10 experiments to be incorporated.

The distribution of marks for term work shall be as follows:

—

. Performance in Experiments: 05 Marks
2. Journal Submission: 05 Marks

3. Viva-voce: 05 Marks

e

. Subject Specific Lab Assignment/Case Study: 10 Marks

The final certification and acceptance of term work will be subject to satisfactory performance of
laboratory work and upon fulfilling minimum passing criteria in the term work.
End Semester Examination (ESE):

Oral / Practical examination will be based on the entire syllabus including, the practicals performed

during laboratory sessions.

46




Machine Learning - I(PCCS4020T)

Teaching Scheme Examination Scheme
Lectures : 03 Hrs. /weck Term Test : 15 Marks
Credits : 03 Teacher Assessment : 20 Marks

End Sem Exam : 65 Marks
Total Marks : 100 Marks

Prerequisite: Data Structures, Basic Probability and Statistics
Course Objectives:

e To introduce the basic concepts and techniques of Machine Learning with designing steps of
Machine Learning applications.

e To become familiar with regression, classification and clustering techniques.

CO | Course Outcomes Blooms| Blooms
Level Description
CO1 | Understand Machine Learning with steps involved in devel- | L2 Understand
oping machine.
CO2 | Distingush different regression techniques. L4 Analyze
CO3 | Analyze decision tree learning algorithms. L4 Analyze
CO4 | Interpret and realize bayesian learning methods. L2,L5 Understand,
Evaluate
CO5 | Demonstrate Support Vector Machine algorithm. L2 Understand
CO6 | Summarize different clustering techniques. L2 Understand
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Course Contents
“

Unit-I Introduction to Machine Learning 06 Hrs.
Types of Machine Learning, Issues in Machine Learning, Application of Machine Learning, Steps

Involved in Developing a Machine Learning Application, Hypothesis and Inductive Bias.

Unit-II Regression 08 Hrs.
Linear Regression, Least Minimum Slope (LMS) Algorithm, Gradient Descent, Lasso and Ridge Re-

gression, Polynomial Regression, Logistic Regression, Maximum Likelihood Function.

Unit-III Trees 08 Hrs.
Introduction to Decision Tree, Learning Decision Tree using ID3 and Gini Index; CART, Overfitting.
Ensemble Methods: Bagging (Random Forest) and Boosting (XG Boost).

Unit-IV Classification 06 Hrs

Bayesian Learning, Naive Bayes, Bayesian Network: Representation in Bayesian Belief Network, In-

ference in Bayesian Network, Applications of Bayesian Network.

Unit-V Introduction to Support Vector Machine 06 Hrs.
Support Vectors, Functional Margin, Geometric Margin, Optimization Problem, Lagrange Duality,
KKT Condition, Maximum Margin with Noise, Non-Linear SVM and Kernel Function.

Unit-VI Clustering 08 Hrs.

K-Means, Adaptive Hierarchal Clustering, Gaussian Mixture Models, Expectation Maximization.

Text Books:
1. ’%om M. Mitchell, “Machine Learning”, McGraw Hill.
2. Peter Harrington, “Machine Learning In Action”, DreamTech Press.
3. Ethem Alpaydin, “Introduction to Machine Learning”, MIT Press.
Reference Books:
1. Han Kamber, “Data Mining Concepts and Techniques”, Morgann Kaufmann Publishers.
2. Stephen Marsland, “Machine Learning An Algorithmic Perspective”, CRC Press.
3. Kevin P. Murphy , “Machine Learning — A Probabilistic Perspective”.

4. Andreas C. Miiller and Sarah Guido, “Introduction to Machine Learning with Python: A Guide
for Data Scientists”, O’reilly.
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Weblinks:

1. Towards Data Science: https://towardsdatascience.com

2. Machine Learning — Andrew Ng,Stanford University: https://youtube.com/playlist?list
=PLLssT5z_DsKh9vYZkQkYNWecltqhlRJLN

3. Commonly used Machine Learning Algorithms:

https://www.analyticsvidhya.com/blog/2017 /09 /common-machine-le arning-algorithms/

4. A Tour to Machine Learning Algorithms:

https://machinelearningmastery.com/a-tour-of-machinelearning-algorithms /

Evaluation Scheme:
Theory :
Continuous Assessment (A):

Subject teacher will declare Teacher Assessment criteria at the start of semester.

Continuous Assessment (B):

1. Two term tests of 15 marks each will be conducted during the semester.

2. Average of the marks scored in both the tests will be considered for final grading.
End Semester Examination (C):

1. Question paper based on the entire syllabus, summing up to 65 marks.

2. Total duration allotted for writing the paper is 3 hrs.

49



Machine Learning — I Laboratory(PCCS4020L)

Practical Scheme Examination Scheme
Practical : 02 Hrs./week Teacher Assessment : 25 Marks
Credit : 01 End Sem Exam : 25 Marks

Total : 50 Marks

/

Course Objectives:

1. To develop skills of using recent machine learning software for solving practical problems.

9. Make use of Data sets in implementing the machine learning algorithms.

CO | Course Outcomes Blooms| Blooms
Level Description

CO1 | Apply machine learning techniques for a given problem. L3 Apply

CO2 | Examine the dataset, choose appropriate algorithm and L4 Analyze
evaluate the results.

CO3 | Design applications using machine learning algorithms. L6 Create




List of Laboratory Experiments
\

Suggested Experiments:
Students should be encouraged to write these programs from scratch to develop better understanding

of the algorithms. Last 30 minutes of the laboratory should be utilized as a discussion on available

python libraries and hyperparameters.

Perform Linear Regression.

Perform Logistic Regression.

L]

Perform Decision Tree using GINT.

Perform CART decision tree algorithm.

Perform Ensemble methods.

Perform Bayesian Classification.

Perform Support Vector Machine.

Perform K-means clustering.

Perform Expectation -Maximization.

Mini project based on any machine learning application.

Evaluation Scheme:

Laboratory:

Continuous Assessment (TA):

Laboratory work will be based on PCCS4020T with minimum 10 experiments to be incorporated.

The distribution of marks for term work shall be as follows:
1. Performance in Experiments: 05 Marks
2. Journal Submission: 05 Marks
3. Viva-voce: 05 Marks
4. Subject Specific Lab Assignment/Case Study: 10 Marks

The final certification and acceptance of term work will be subject to satisfactory performance of
laboratory work and upon fulfilling minimum passing criteria in the term work.
End Semester Examination (ESE):

Oral / Practical examination will be based on the entire syllabus including, the practicals performed #

during laboratory sessions.




System Fundamentals(PCCS4030T)

e e s =S = LS = =

Teaching Scheme Examination Scheme
Lectures : 03 Hrs. /week Term Test : 15 Marks
Credits : 03 Teacher Assessment : 20 Marks

End Sem Exam : 65 Marks
Total Marks : 100 Marks

—_————— e e e |

Prerequisite: Basic Mathematics
Course Objectives:

The objective of this course is to understand the structure, functions and characteristics of com-
puter system and operating systems.

CcO Course Outcomes Blooms| Blooms
Level | Description

CO1 | Describe the fundamental organization of a computer sys- | L1 Remember
termn.
CO2 | Apply appropriate memory mapping, process scheduling and | L3 Apply

disk scheduling methods.

CO3 | Identify the need of concurrency and apply appropriate | L3 Apply
method to solve the concurrency or deadlock problem.

CO4 | Differentiate between various processor architecture. L4 Analyze




Course Contents
“

Unit-I 08 Hrs.
Introduction to System Fundamentals: Von Neumann Model, Fixed Point Representation, Reg-
ister Transfer and Micro-Operations: Floating Point Representation, Arithmetic Micro-Operations,
Arithmetic Logical Shift Unit. Addition and Subtraction, Multiplication Algorithms (Booth Multi-
plication Algorithm), Division Algorithms, Floating Point Arithmetic Operations.

Opefating System Architecture: Basic Functions and Services, System Calls, Types of Operating
Systems: Batch, Multiprogramming, Multitasking, Time Sharing, Parallel, Distributed & Real -Time
0.5., Case Study On Linux OS.

Unit-I1 06 Hrs.
Central Processing Unit: Introduction, General Register Organization, Stack Organization, In-
struction Format, Addressing Modes, Data Transfer and Manipulation, Program Control, Reduced
Instruction Set Computer (RISC).

Process Management: Process Concept, Process States, Process Control, Threads, Uni-Processor
Scheduling: Types of Scheduling: Pre-Emptive, Non Pre-Emptive, Scheduling Algorithms: FCFS,
SJF, RR, Priority.

Unit-ITI 08 Hrs.
-ﬂ;f[‘émoi'y Organization: Memory Hierarchy, Main Memory, Cache Memory, Memory Mapping,
Cache Coherence, Pentium IV Cache Organization, ARM Cache Organization.

Memory Management: Memory Partitioning: Fixed and Variable Partitioning, Memory Alloca-
tion: Allocation Strategies (First Fit, Best Fit and Worst Fit), Fragmentation, Swapping, Virtual
Memory, Paging, Segmentation, Demand Paging and Page Replacement Policies.

Unit-IV 10 Hrs
Concurrency: Principles of Concurrency, Mutual Exclusion: S/W approaches, H/W Support,
Semaphores, Monitors, Classical Problems of Synchronization: Readers-Writers and Producer-Consumer
Problems and Solutions.

Deadlock: Principles of Deadlock, Deadlock Prevention, Deadlock Avoidance, Deadlock Detection,
Dining Philosopher Problem.

Unit-V 04 Hrs.
File and I/O Management: File Access Methods, I/O Devices, Organization of I/O Functions,
Operatiné System Design Issues, I/O Buffering, Disk Scheduling (FCFS, SCAN, C-SCAN, SSTF),
RAID, Disk Cache.




Unit-VI 06 Hrs.
Advance Computer Architecture: Characteristics of Multiprocessors, Flynn's Taxonomy, Parallel
Processing Architectures and Challenges, Hardware Multithreading, Multicore and Shared Memory
Multiprocessors, Introduction to Graphics Processing Units, Clusters and Warehouse Scale Comput-

ers — Introduction to Multiprocessor Network Topologies.

Text Books:
1. William Stallings, “Computer Organisation and Architecture”, 8t" Edition, Pearson.

2. Greg Gagne, Abraham Silberschatz, Peter B. Galvin ,“Operating System Concepts”, 9" Edi-
tion, John Wiley & Sons.

Reference Books:

1. John Hayes, “Computer Architecture and Organization”, 3"% Edition, McGrawHill.
2. M. Morris Mano, “Computer System Architecture”, 374 Edition, Pearson.

3. Andrew S. Tanenbaum and Todd Austin, “Structured Computer Organization”, 6'" Edition,
PHI.

4. M. Murdocca and V. Heuring, “Computer Architecture and Organization”, 15 Edition, WILEY.
5. Andrew S. Tanenbaum, “Modern Operating Systems”, 4t" Edition, PHI.

Evaluation Scheme:
Theory :

Continuous Assessment (A):

Subject teacher will declare Teacher Assessment criteria at the start of semester.

Continuous Assessment (B):

1. Two term tests of 15 marks each will be conducted during the semester.

2. Average of the marks scored in both the tests will be considered for final grading.
End Semester Examination (C):

1. Question paper based on the entire syllabus, summing up to 65 marks.

2. Total duration allotted for writing the paper is 3 hrs.




System Fundamentals Laboratory
(PCCS4030L)

Practical Scheme

Examination Scheme

Practical : 02 Hrs. /week Teacher Assessment : 25 Marks
Credit ;01 End Sem Exam : 25 Marks
Total : 50 Marks

e

Course Objectives:
1. To understand commands of Linux and shell seript.
2. To learn thoroughly Booth's, Restoring, and Non-Restoring algorithm.
3. To solve problem of process/thread scheduling and synchronization.

4. To explore memory allocation strategies and disk scheduling algorithms.

CO | Course Outcomes Blooms| Blooms
Level Description

CO1 | Demonstrate the fundamental Unix commands and system | L2 Understand
calls.

CO2 | Solve the scheduling algorithms for given problems. L3 Apply

CO3 | Identify the performance of Booth’s, Restoring, and Non- | I3 Apply
Restoring algorithm.

CO4 | Illustrate an algorithm to detect and avoid deadlock. L2 Understand

CO5 | Demonstrate the various page replacement and disk schedul- | L2 Understand

ing algorithms.

[ |
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List of Laboratory Experiments
%

Suggested Experiments:

¢ Explore the internal commands of Linux and Write shell scripts to do the following:

— Display top 10 processes in descending order.
— Display processes with highest memory usage.
— Display current logged in user and logname.

— Display current shell, home directory, operating system type, current path setting, current

working directory.
— Display OS version, release number, kernel version.

— Illustrate the use of sort, grep, awk, etc.
e Implement Booth's multiplication algorithm.
* Implement Restoring and Non-Restoring division algorithm.
¢ Implement Direct memory mapped cache organization.
e Implement Fully associative and set associative cache memory mapping.
e Implement various cache/page replacement policies.
e Implement CPU scheduling algorithms like FCFS, SJF, Round Robin etc.
e Implement Best Fit, First Fit and Worst Fit Memory allocation policy.
° Impllement Producer -Consumer problem with Semaphore.
o ‘Implement order scheduling in supply chain using Banker’s Algorithm.
e Implement Disk Scheduling Algorithms.
e Implement Multithreading.

Evaluation Scheme:

Laboratory:

Continuous Assessment (TA):

Laboratory work will be based on PCCS4030T with minimum 10 experiments to be incorporated.

The distribution of marks for term work shall be as follows:

1. Performance in Experiments: 05 Marks

AUTONOMOUS

C INSTITUTE
2. Journal Submission: 05 Marks N




3. Viva-voce: 05 Marks
4. Subject Specific Lab Assignment/Case Study: 10 Marks

The final certification and acceptance of term work will be subject to satisfactory performance of
laboratory work and upon fulfilling minimum passing criteria in the term work.

End Semester Examination (ESE):

Oral / Practical examination will be based on the entire syllabus including, the practicals performed

during laboratory sessions.




Design and Analysis of
Algorithms(PCCS4040T)

“

Teaching Scheme Examination Scheme
Lectures : 03 Hrs./week Term Test : 15 Marks
Credits : 03 Teacher Assessment : 20 Marks

End Sem Exam : 65 Marks
Total Marks : 100 Marks
_—— e —_————

Prerequisite: Data Structures, Mathematics.

Course Objectives:

The objective of the course is to introduce important algorithmic design paradigms and approaches
for effective problem solving. To analyze the algorithm for its efficiency to show its effectiveness over

the others. In addition, the concepts of tractable and intractable problems and the classes P, NP and
NP-complete problems will be introduced.

CO | Course Outcomes Blooms| Blooms
Level | Description
CO1 | Analyze the performance of algorithms using asymptotic | L4 Analyze
analysis.
CO2 | Solve the problem using appropriate algorithmic design tech- | L3 Apply
niques.
CO3 | Prove that certain problems are NP-Complete. L5 Evaluate




Course Contents
%

Unit-I 04 Hrs.
Analysis of Algorithm: The Efficient Algorithm, Average, Best and Worst Case Analysis, Amor-

tized Analysis, Asymptotic Notations, Analyzing Control Statement, Loop Invariant and the Correct-

ness of the Algorithm.

Unit-II 06 Hrs.
Divide and Conquer Algorithm: Introduction, Recurrence and Different Methods to Solve Re-
currence, Substitution and Hash Techniques, Multiplying Large Integers Problem, Problem Solving
using Divide and Conquer Algorithm -Max-Min Problem, Large Integer, Matrix Multiplication.

Unit-I11 08 Hrs.
Greedy Algorithm: General Characteristics of Greedy Algorithms, Problem Solving using -Activity
Selection Problem, Elements of Greedy Strategy, Minimum Spanning Trees (Kruskal's Algorithm,
Prim’s Algorithm), Graphs: Shortest Paths, The Knapsack Problem, Job Scheduling Problem, Opti-
mal Merge Pattern, Huffman Code, Coin Change Problem.

Unit-IV 10 Hrs
Dynamic Programming: Introduction, The Principle of Optimality, Problem Solving using Dy-
namic Programming — Calculating The Binomial Coefficient, Making Coin Change Problem, Assembly
Line-Scheduling, Knapsack Problem, Multistage Graphs, All Pairs Shortest Path, Matrix Chain Multi-
plication, L'()ngest Common Subsequence, Travelling Salesman Problem, OBST, Johnson's Algorithm

for Flow Shop Scheduling.

Unit-V 10 Hrs.
Backtracking: Introduction, The Eight Queen’s Problem, Sum of Subsets, Hamiltonian Cycle.
Branch and Bound: Introduction, FIFO BB, LIFO BB, LC BB, Fifteen Puzzle Problem, Knapsack
Problem, Travelling Salesman Problem, Job Scheduling.

String Matching: Introduction, The Naive String-Matching Algorithm, The Rabin-Karp Algorithm,
String Matching with Finite Automata, The Knuth-Morris-Pratt Algorithm.

Unit-VI 04 Hrs.
Introduction to NP-Completeness: The class P and NP, Polynomial Reduction, NP-Completeness

Problem, NP-Hard Problems. Travelling Salesman Problem, Hamiltonian Problem, Approximation

Algorithms.




Text Books:

1;

2

3.

S. Sridhar, “Design and Analysis of Algorithms”, 15* Edition, Oxford Education, 2018.

Ellis Horowitz and Sartaj Sahni, “Fundamentals of Computer Algorithms”, 2™¢ Edition, Galgo-
tia, 2012.

Steven S Skiena, “The Algorithm Design Manual”, Springer International Publications.

Reference Books:

10.

. Kleinberg and Tardos, “Algorithm Design”, 1st Edition, Addison-Wesley, 2006.

. Thomas H. Cormen, Charles E. Leiserson, Ronald L. Rivest, “Introduction to Algorithms”, 3rd

Edition, The MIT Press, 2009.

. Aho, Hopcroft, Ullman, “Design and analysis of Algorithm”, 1st Edition, Addison-Wesley, 2000.

David Harel, “Algorithmics-The spirit of computing”, 3rd Edition, Addison-Wesley, 2004.
Knuth, “Fundamentals of Algorithms”, 3rd Edition, Narosa Publication, 1998.
Herbert S. Wilf, “Algorithms and Complexity”, 2nd Edition, PHI, 2002.

S. E. Goodman and S. T. Hedetniemi, “Introduction to the Design and Analysis of Algorithms”,
McGraw Hill, 1988.

Sara Baase, Allen Van Gelder, “Computer Algorithms Introduction to Design and Analysis”, 3rd
Edition, Addison- Wesley, 2000.

Gilles Brassard, Paul Bratley, “Fundamentals of Algorithmics”, 4th Edition, PHI, 2000.

Harsh Bhasin, “Algorithms: Design and Analysis”, 1st Edition, Oxford, 2015.

Evaluation Scheme:

Theory :

Continuous Assessment (A):

Subject teacher will declare Teacher Assessment criteria at the start of semester.

Continuous Assessment (B):

1. Two term tests of 15 marks each will be conducted during the semester.

2. Average of the marks scored in both the tests will be considered for final grading.

End Semester Examination (C):

1. Question paper based on the entire syllabus, summing up to 65 marks.

2. Total duration allotted for writing the paper is 3 hrs.
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Design and Analysis of Algorithms Laboratory
(PCCS4040L)

“

Practical Scheme Examination Scheme
Practical : 02 Hrs./week Teacher Assessment : 25 Marks
Credit : 01 End Sem Exam : 25 Marks

Total : 50 Marks
“
Course Objectives:

1. Design and implement efficient algorithms for a specified application.

2. Strengthen the ability to identify and apply the suitable algorithm for the given real world

problem.
CO | Course Outcomes Blooms| Blooms
Level Description

CO1 | Compare different algorithms based on divide and conquer | L4 Analyze
approach.

CO2 | Solve different real world problems using dynamic program- | L3 Apply
ming technique.

CO3 | Make use of Greedy method to find minimum cost path in | L3 Apply
graph.

CO4 | Understand and apply Innovative features of Scripting Lan- | L3 Apply
guage.

CO5 | Understand the basics of NP-Completeness. L2 Understand
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List of Laboratory Experiments

Suggested Experiments:

e Implementations of Quick Sort and Merge Sort.
e Implementations of Knapsack problem.
e Implementations of Job Sequencing with deadlines.
° Implel;lentation of Prims’s and Kruskal’s method.
e Implementation of Shortest paths algorithms (Dijkstra’s algorithm and Bellman-ford algorithm).
e Implementation of Multistage graphs (Forward and Backward) algorithm.
e Implementation of Floyd Warshall Algorithm.
e lmplementation of Matrix Chain Multiplication.
e Implementation of Optimal binary search tree.
e Implementation of 0/1-Knapsack.
o Implementation of Travelling salesperson problem.
e Implementation of Johnson's Algorithm for 2 machines and 3 machines scenarios.
e Implementation of Longest Common Subsequence (LCS).
"o Implementation of 8 queen problem.

+ o' Implementation of Sum of subsets.
e Implementation of 15 puzzle problem.
e Implementation of Graph coloring.
e Implementation of Travelling salesperson problem using branch and bound.
e Implementation of 0/1-Knapsack using branch and bound.

Evaluation Scheme:
Laboratory:
Continuous Assessment (TA):

Laboratory work will be based on PCCS4040T with minimum 12 experiments to be incorporated.

The distribution of marks for term work shall be as follows:
1. Performance in Experiments: 05 Marks
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2. Journal Submission: 05 Marks
3. Viva-voce: 05 Marks
4. Subject Specific Lab Assignment/Case Study: 10 Marks

The final certification and acceptance of term work will be subject to satisfactory performance of
laboratory work and upon fulfilling minimum passing criteria in the term work.
End Semester Examination (ESE):

Oral / Practical examination will be based on the entire syllabus including, the practicals performed

during laboratory sessions.
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Universal Human Values (HMCS4050T)

E

Teaching Scheme Examination Scheme
Lectures : 02 Hrs. /week Term Test : 15 Marks
Credits : 02 Teacher Assessment : 20 Marks

End Sem Exam : 65 Marks
Total Marks : 100 Marks

#

Course Objectives:

1. Development of a holistic perspective based on self-exploration about themselves (human being),
family, society, and nature/existence.

2. Understanding (or developing clarity) of the harmony in the human being, family, society, and
nature/existence.

3. Strengthening of self-reflection.

4. Development of comumitment and courage to act.

CO Course Outcomes Blooms| Blooms
Level Description

CO1 | Define the concepts, need, basic guidelines, content and pro- | L1 Remember
cess for value education.

CO2 | Identify the harmony in the human being - harmony in my- | L3 Apply
self.

CO3 | Make use of harmony in the family and society. L3 Apply

CO4 | Relate the nature and existence as co-existence. L2 Understand

CO5 | Explain holistic understanding of harmony on professional | L2 Understand
ethics.
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Course Contents

Unit-I Introduction: Need, Basic Guidelines, Content and Process
for Value Education 05 Hrs.
Purpose and Motivation for the Course. Self-Exploration—-What Is It? - Its Content and Process;
‘Natural Acceptance’ and Experiential Validation- As the Process for Self-Exploration.

Continuous Happiness and Prosperity- A Look at Basic Human Aspirations.

Right Understanding, Relationship and Physical Facility- The Basic Requirements for Fulfilment of
Aspirations of Every Human Being with their Correct Priority.

Understanding Happiness and Prosperity Correctly- A Critical Appraisal of the Current Scenario.

Method to Fulfil the Above Human Aspirations: Understanding and Living In Harmony at Various

Levels.

Unit-II Understanding Harmony in the Human Being - Harmony
in Myself! 06 Hrs.
Understanding Human Being as a Co-Existence of the Sentient ‘I’ and the Material ‘Body’.
Understanding the Needs of Self (‘I') and ‘Body’ - Happiness and Physical Facility.

Understanding the Body as an Instrument of ‘I’ (I Am Being The Doer, Seer and Enjoyer).
Understanding the Characteristics and Activities of ‘I'and Harmony In ‘T

Understanding the Harmony of I with The Body: Sanyam and Health; Correct Appraisal of Physical
Needs, Meaning of Prosperity In Detail.

Programs to Ensure Sanyam and Health.

Unit-ITI Understanding Harmony in the Family and Society: Har-
‘mony in Human-Human Relationship. 06 Hrs.
Undérstant;ling Values in Human-Human Relationship; Meaning of Justice (Nine Universal Values in
R.elationshiias) and Program for Its Fulfilment to Ensure Mutual Happiness; Trust and Respect as the
Fotndational Values of Relationship.

Understanding the Meaning of Trust; Difference between Intention and Competence.

Understanding the Meaning of Respect, Difference between Respect and Differentiation; The other
Salient Values in Relationship.

Understanding the Harmony in the Society (Society Being an Extension of Family): Resolution, Pros-
perity, Fearlessness (Trust) and Co-Existence as Comprehensive Human Goals.

Visualizing a Universal Harmonious Order in Society- Undivided Society, Universal Order- From Fam-

ily to World Family.




Unit-IV Understanding Harmony in the Nature and Existence: Whole
existence as Coexistence 05 Hrs.

Understanding the Harmony in the Nature 19. Interconnectedness and Mutual Fulfilment Among the
Four Orders of Nature Recyclability and Self-Regulation in Nature.
Understanding Existence as Co-Existence of Mutually Interacting Units in All Pervasive Space. Holis-

tic Perception of Harmony at All Levels of Existence.

Unit-V Implications of the above Holistic Understanding of Har-
mony on Professional Ethics 06 Hrs.
Natural Acceptance of Human Values 23. Definitiveness of Ethical Human Conduct. Basis for Hu-
manistic Education, Humanistic Constitution fnd Humanistic Universal Order. Competence in Pro-

fessional Ethics:
1. Ability to utilize the professional competence for augmenting universal human order.

2. Ability to identify the scope and characteristics of people friendly and eco-friendly production

systems.

3. Ability to identify and develop appropriate technologies and management patterns for above

production systems.

Case Studies of Typical Holistic Technologies, Management Models and Production Systems. Strategy

for Transition from the Present State to Universal Human Order:

1. At the level of individual: As socially and ecologically responsible engineers, technologists, and

1anagers.
2. At the level of society: As mutually enriching institutions and organizations.
-Text -Books:

g 7 R R Gaur, R Sangal, G P Bagaria , “Human Values and Professional Ethics”, Excel Books, New
Delhi, 2010

Reference Books:
1. A Nagaraj, “Jeevan Vidya: EkParichaya” Jeevan Vidya Prakashan, Amarkantak, 1999.
2. A.N. Tripathi, “Human Values,” New Age Intl. Publishers, New Delhi, 2004.
3. The Story of Stuff (Book).

4. Mohandas Karamchand Gandhi, “The Story of My Experiments with Truth” .
5. E. F Schumacher, “Small is Beautiful”.
6. Cecile Andrews, “Slow is Beautiful”.
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7. J C Kumarappa, “Economy of Permanence”.

R. PanditSunderlal, “Bharat Mein Angreji Raj”.

9. Dharampal, “Rediscovering India”.
10. Mohandas K. Gandhi, “Hind Swaraj or Indian Home Rule”.
11. Maulana Abdul Kalam Azad, "India Wins Freedom”.
12. Romain Rolland , “Vivekananda”.
13. Romain Rolland, “Gandhi”.

Evaluation Scheme:

Theory :

Continuous Assessment (A):

Subject teacher will declare Teacher Assessment criteria at the start of semester.

Continuous Assessment (B):

1. Two term tests of 15 marks each will be conducted during the semester.

9. Average of the marks scored in both the tests will be considered for final grading.
End Semester Examination (C):

1. Question paper based on the entire syllabus, summing up to 65 marks.

2. Total duration allotted for writing the paper is 3 hrs.
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Web Engineering Laboratory (PCCS4060L)

ESS e e = e A

Practical Scheme Examination Scheme
Practical : 04 Hrs./week Teacher Assessment : 50 Marks
Credits : 02 End Sem Exam : 50 Marks

Total : 100 Marks
—_——————————

Prerequisite: Programming Fundamentals.
Course Objective:

The objective of this lab is to provide the basic framework of web development (MERN Stack) and
cloud computing.

coO Course Outcomes Blooms| Blooms
Level Descrip-
tion
CO1 Design a website as per the requirements. L6 Create
CO2 | Apply the concepts of cloud computing to improve the efficiency | L3 Apply
of web development.
CO3 | Evaluate the requirement of the problem and select appropriate | L5 Evaluate
method of web development.
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List of Laboratory Experiments
\

e HTML

— Create a static web page using HTML.
— Create a class timetable using HTML.
— Create a registration form using HTML.

— Create a web page using HTMLS5 tags.
e CSS

— Design a web page using External or Embedded Style Sheet.
— Design a responsive web page using media queries and CSS3.
— Design a web page using Bootstrap.

— Design a resume using Bootstrap.

— Design the admission form using Bootstrap.
" o Client-Side Scripting
ooy Programs based on objects in JavaScript.

+ =~ Program to design a calculator using JavaScript.

— Programs based on form validation.

e React JS

— Create an application using React.
— Introduction to Git and GitHub
— Introduction to Version Control
— Using Git Locally and Remotely
— Collaboration
e Server-Side Scripting
— Installation and Configuration of Node.js server
— Program based on inbuilt functions in Node.js

e Express and MongoDB

— Using Mongoose to make schemas in MongoDB.
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— Making API end points using Express.
— Doing CRUD on database MongoDB using Express.

— Writing tests using mocha and chai.

e XML and XSL

— Design XML using XML DTD and schema.
— Implementing XSL elements in XML.

— Validating XML data through DTD and storing in database.

e Concepts of Cloud Computing

— Introduction to cloud computing.
— NIST model

— Service and Deployment models.
e Networking and Security

— Identity and Access Management
— Networking basics

— VPC networking and security

— Design a VPC

= Build your own VPC and Launch a Web Server

e Compute Service

— Compute Services overview

— Elastic Computing

— Serverless Compute service

— Deploying and scaling web applications
e Storage Service

— Cloud object storage
— Cloud block storage

— Elastic file system
e Database Service

- — Cloud Relational database services

AN

— Cloud NoSQL Databases ? | AUTONOMOUS |
INSTITUTE /
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— Elastic load balancing

Text Books:

1
2

3

Re

10.

11

. Vasan Subramanian, “Pro MERN Stack”, 2"¢ Edition, Apress Publication.
. Shama Hoque, “Full-Stack React Projects”, 29 Edition, Packt Publication.

. Rajkumar Buyya, James Broberg, Goscinki,“Cloud Computing: Principles and Paradigms”,
Wiley.

ference Books:"

. Benjamin LaGrone, “HTML5 and CSS3 Responsive Web Design Cookbook”, 15t Edition, Packt
Publishing, 2013.

DT Editorial Services, “Web Technologies: Black Book”, 15t Edition, Dreamtech Press, 2018.

Christopher Schmitt, Kyle Simpson, “HTML5 Cookbook”, 15t Edition, O'Reilly Media Inc.,
2011.

Uttam K. Roy, “Web Technologies”, 1°* Edition, Oxford University Press, 2010.

. Greg Sidelnikov, “React. Js Book: Learning React JavaScript Library from Scratch”, 1%
Edition, Independently Published, 2017.

DT Editorial Services, “HTML5 Black Book”, 2"¢ Edition, Dreamtech Press. 2016.

Ben Frain, “Responsive Web Design with HTML5 and CSS3", 2"¢ Edition, Packt Publishing,
2015.

Steve Suehring, “JavaScript Step by Step”, 37¢ Edition, Pearson Education, 2013.

Stoyan Stefanov, “React Up Running Building Web Applications”, 1°* Edition, O'Reilly Media
Inc., 2016.

Velte, “Cloud Computing a Practical Approach”, Tata McGraw-Hill Education.

. Sandip Bhowmik, “Cloud Computing”, Cambridge University Press, 2017.

Evaluation Scheme:

Laboratory:

Continuous Assessment (TA):

Lab
The

1

2

. Journal Submission: 10 Marks

oratory work will be based on PCCS4060L with minimum 10 experiments to be incorporated.

distribution q'fl'-ma,.rks. for term work shall be as follows:

. Performance in Experiments: 10 Marks
kB S
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3. Viva-voce: 10 Marks
4. Subject Specific Lab Assignment/Case Study: 20 Marks

The final certification and acceptance of term work will be subject to satisfactory performance of
laboratory work and upon fulfilling minimum passing criteria in the term work.

End Semester Examination (ESE):

Oral / Practical examination will be based on the entire syllabus including the practicals performed

during laboratory sessions.
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Semester Project-II (PJCS4070L)

—_——— e e —

Practical Scheme Examination Scheme
Practical : 02 Hrs./week Teacher Assessment : 25 Marks
Credit : 01 End Sem Exam : 25 Marks

Total : 50 Marks
B S = = - — == == = |

Course Objectives:

Students are expected to design, simulate/implement a project based on the knowledge acquired
from current semester subjects.

CO | Course Outcomes Blooms| Blooms
Level Description
CcO1 Conduct a survey of several available literatures in the pre- | L4 Analyze
ferred field of study.
CO2 | Demonstrate various/alternate approaches to complete a | L2 Understand
project.
CO3 | Ensure a collaborative project environment by interacting | L3 Apply
and dividing project work among team members.
CO4 | Present their project work in the form of a technical report | L3 Apply
/ paper and thereby improve the technical communication
skill.
CO5 | Demonstrate the ability to work in teams and manage the | L2 Understand

conduct of the research study.




Semester Project:

The purpose of introducing semester project at second year level is to provide exposure to students
with a variety of projects based on the knowledge acquired from the semester subjects. This activity
is supposed to enrich their academic experience and bring enough maturity in student while selecting
the project. Students should take this as an opportunity to develop skills in implementation, pre-
sentation and discussion of technical ideas/topics. Therefore, proper attention shall be paid to the
content of semester project report which is being submitted in partial fulfillment of the requirements

of the Second Year and it is imperative that a standard format be prescribed for the report,

Each student shall work on project approved by departmental committee approved by the Head
of Department, a group of 03 to 05 students (max allowed: 5 students in extraordinary cases, subject
to the approval of the departmental committee and the Head of the department) shall be allotted
for each Semester Project. Each group shall submit at least 3 topics for the Semester Project. The
departmental committee shall finalize one topic for every group. Semester Project Title or Theme
should be based on knowledge acquired during semester. The project work shall involve sufficient work

so that students get acquainted with different aspects of knowledge acquired from semester subjects.

Student is expected to:
* Select appropriate project title based on acquired knowledge from current semester subjects.
* Maintain Log Book of weekly work done(Log Book Format will be as per Table 4).

* Report weekly to the project guide along with log book.

Assessment Criteria:

+ ", e At the end of the semester, after confirmation by the project guide, each project group will
» v By
submit project completion report in prescribed format for assessment to the departmental com-

mittee (including project guide).

e Assessment of the project (at the end of the semester) will be done by the departmental com-

mittee (including project guide).

Prescribed project report guidelines:

Size of report shall be of minimum 25 pages. Project Report should include appropriate content for:

Introduction

Literature Survey

Related Theory

Implementation Details
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e Project Outcomes
e Conclusion

e References

Assessment criteria for the departmental committee (including project guide) for Con-
tinuous Assessment:

Guide will monitor weekly progress and marks allocation will be as per Table 5.

Assessment criteria for the departmental committee (including project guide) for End
Semester Exam:

Departmental committee (including project guide) will evaluate project as per Table 6.

Each group shall present/publish a paper based on the semester project in reputed/peer reviewed

Conference/Journal / TechFest /Magazine before end of the semester.

Table 4: Log Book Format

Sr Week (Start Date:End Date) Work Done Sign of Guide Sign of Coordinator

Table 5: Continuous Assessment Table

S5r | Exam | Name of | Student Log Book | Literature | Depth of Un- | Report Total
Seat Student Attendance | Maintenance | Review derstanding
No
5 5 5 5 5 25

Table 6: Evaluation Table '

Sr | Exam | Name of | Project Design/ Hardware/ | Result Ver- | Presentation | Total
Seat Student Selection | Simulation/ | Program- ification
No Logic ming y
5 5 5 5 5 25




Employability Skill Development Program-I

(HMCS4080)

—
Examination Scheme

Practical Scheme

Practical : 02 Hrs./week
: 101

Credit

Teacher Assessment : 50 Marks

Total : 50 Marks

e i S e N e e e i e ]

Course Objectives:

1. To enhance the problem solving skills.

2. To improve the basic mathematical skills for solving real life examples.

3. Able to implement the algorithms and draw flowcharts for solving Mathematical and Engineering
problems.

4, Demonstrate an understanding of computer programming language concepts.

CO | Course Outcomes Blooms| Blooms
Level | Description

CO1 | Understand the basic concepts of Quantitative Ability i.e. | L2 Understand
profit, loss, time, work and geometry.

CO2 | Apply the concepts of Quantitative Ability for the problem | L3 Apply
solving.

CO3 | Illustrate the concept of Variables and Functions. L3 Apply

CO4 | Ilustrate the concept of Multithreading and string handling | L3 Apply

CO5 | Understand and describe the fundamental of object-oriented | L2 Understand
programming

CO6 | Understand the concepts of distributed database. L2 Understand
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Course Contents

\

Unit-1 Aptitude

Quantitative Aptitude : Algebra, Profit and Loss, Average & Allegation / Mixture, Time and Work,
Geometry Mensuration, Numbers , Percentage, Permutation and Combination, Probability, Ratios &
Proportion, Time and Distance. Reasoning : Analytical, Puzzles, Blood relationship, Data Interpre-

tation, Data sufficiency

Unit-IT Fundamental of Programming

Variables: Local variables, Global variables, ‘global’ keyword, Rules of Identities, Functions : Intro-
duction, Prototype, Classification of functions, No arguments and No return values, With arguments
and With return values. No arguments and With return values : With arguments and No re-
turn values, Recursion, Argument type functions, Default arguments functions, Required arguments
functions, Keyword arguments functions, Variable arguments function. Operators : Arithmetic Op-
erators, Relational operators, Logical operators, Bitwise operators, Shift operators. Control State-
ments : Conditional Control Statements, if, if-else, if-elif-else, nested-if, Loop Control Statements,
While, For. Branching Statements: Break, Continue, pass, return, exit. Exception Handling:
Introduction, The need of exception handling, Getting exceptions, Default exception handler, Han-
dling exception, Try, Except, Try with multiple except blocks Handling exceptions using Exception
class, Finally, block, Releasing resources using Finally block, Raise, Creating a user exception class.,
Raise exception manually, Exceptions based application. Multithreading : Introduction, Multi-
tasking, Multi tasking v/s Multithreading, threading module, Thread class introduction, Creating
thread, The life cycle of a thread, Single-threaded application, Multi-threaded application, Sleep()
method. Sleep() v/s run(), Join() v/s Sleep(), Multiple custom threads creation, The execution time
of single-threaded application, The execution time of multi-threaded application, Synchronization of
threads. Inner classes basic syntax of inner class, Advantages of Inner classes, Access class level
members of inner classes, Access object level members of inner classes, Local inner classes, Complex
Inner classes, Accessing data of inner classes. Regular expressions:‘re’ module, Match(), Search(),
find() etc, and actual projects web scrapping Mail extraction Date extraction, Mobile number extrac-
tion, Vehicle number extraction, zoom chat analysis, Expressions using operators and symbols: Split
string into characters, Split string into words, Lambda expressions. String handling using regex:
Introduction to Strings, Indexing and Slicing, Special operators in String handling, Old style String
formatting, String library methods, Quotes and Escape characters in a String representation, String
Immutability, Logical programs using Strings. Object Oriented Programming : Introduction to

OOPs, Classes, Objects, Structure to QOP application, Contexts of QOP application, Class level

members, Object level members, self variable, Constructor and Initialization of object. Access mogi A\
T .4 \ C \\
fiers : Private, Protected, Public, Program codes. Encapsulation Rules, Implementation, Abstract b‘g e Mf"‘l’ \2 \
=1 : MOys | & :
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Polymorphism Inheritance Introduction, Types of Inheritance, Single inheritance, Multi-Level inheri-
tance, Method overriding, Object initialization using constructor, Multiple inheritances, Hierarchical

inheritance, Method overriding in Multi level inheritance.

Reference Books:
1. Dr. R S Aggarwal, Quantitative Aptitude for Competitive Examinations, S. Chand Publication
2. M. G. Venkateshmurthy, Programming Techniques through C, Pearson Publication.

3. Behrouz Forouzan, A Computer Science Structure Programming Approaches using C, Cengage

Learning.
4. Yashwant Kanetkar, Let Us C, BPB Publication.
Evaluation Scheme:

1. The Teacher Assessment is based on the following criteria defined in autonomous rules and

regulation R 9.3
2. For Laboratory courses, 100% assessment shall be based on CA.

Teacher Assessment(TA): For Laboratory courses the CA shall have one component i.e. Teacher
Assessment (TA), Completion of experiment, Viva- voce, Journal submission, Assignments, Exper-
iments performance, and any other component recommended by BOS and approved by Dean Aca-

demics. The distribution of marks for term work shall be as follows:
1. MCQ Test based on Aptitude: 20 Marks
2. MCQ Test based on Programming skills: 20 Marks
3. Mock IntervieW: 10 Marks
4. Total Marks: 50 Marks

The final certification and acceptance of term work will be subject to satisfactory performance of

laboratory work and upon fulfilling minimum passing criteria in the term work.
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Field /Internship /Industry Training
(INTCS4090)

Guidelines

-

Minimum of six weeks in an industry in the area of Computer Engineering/Computer Science and
Engineering. The summer internship should give exposure to the practical aspects of the discipline. In
addition, the student may also work on a specified task or project which may be assigned to him/her.

The outcome of the internship should be presented in the form of a report.

1. Student shall undergo industrial training /internship for a minimum period of SIX weeks during

summer vacations of third to sixth semester.

2. The industry in which industrial training/internship is taken should be a medium or large scale

industry.

3. The paper bound report on training must be submitted by the student in the beginning of

Seventh semester along with a certificate from the company where the student took training.
4. Every student should write the report separately.

5. Institute/Department/T&P Cell have to assist the students for finding Industries for the train-

ing/internship.
6. Students must take prior permission from department before joining for industrial training/internship.

7. Note that, the degree certificate will not be awarded if the certificate of field/industry/internship

is not submitted to the department.

8. The field/industry/internship training will be reflected on the final marksheet/degree certificate

in the section of audit points completed.
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