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Ecmasteravlﬂ_
o Fvaluntion Scheme
Sr. No. wﬂh'm}. g;:;u Course Tith i Contimzous Ass=snent (CA) Total Credits
T Tirm sl ol
Tl Test 1| Towt 2 | (TT1 & | ESE
(TT1 | (TT3 | TT3)
L|T|p [N Bl | 10 |A+B+C]
1 PC POCOSNOT | Data Mining naed Warshause a 0 15 15 15 G5 10Kk 4 d
FC FOOOS0I0L | Dot Mining and Warshouse Labortory 2 20 20 41| 1
9 PC POCOSIR0T | Processor Organization and Architoctine 3 200 156 14 15 G5 100 3 "
PC POCOSANL | Procssser Organization ad Architecture Loboratory 2 5 25 50 1
3 PC POCOSBIT | Artificinl Intelligenees 3 20 15 ] 15 i 10k 4 d
P POCOMBOL | Artificial Intelligencs Laboratory 2 20 20 1] 1
PECOSMIT | Advanced Cperating System 3 .1 15 15 15 G5 b (i 1] 3
PECOAIL | Adwmneed Operating System Laboratory 2 25 25 50 1
40 PE PECOSMZT | Advanoed Datahase Manngement System a 20 15 i 15 i) 100 3 4
PECOSM2L | Adwncod Database Management Systom Laboratory 2 28 25 4il1] 1
FEQOHMIT | Network Enginccring a 20 16 L4 15 G 100 3
PECOLMAL | Meiwork Engincering Laboratory 25 25 50 1
5 PC PCCOBOS0L | Programming Laboratary-11 { Python) &) 25 ™ (2] 2
i HM HMOOSMGOT | Professional and Business Communbeation 2 1] . 1] 2| 2
7 ™ PICOSOTH. | Semester Project-1T1 2 25 25 il 1] 1
a8 HM HMCOSEIL | Emplovability Skill Developusat Program- 11 2 '] 5 1| 1
Total | 14 16 | 330 ) 435 B35 )

@ Any 1 Elective Course




Semester-V1

it o gf:cbmg Evaluation Scheme
Sr.No. | ~ ie ey Czszse Course Title Continuous Assessment (CA) Total Credits
Term Term Best of
TA Test 1| Test 2| (TT! & | ESE
(TT1) (TT2) TT2)
L | T|P [A] [B] €] [A+B+C]
1 PC PCCO6010T | Software Engineering 3 20 15 15 15 65 100 3 A
PC PCCO6010L | Software Engineering Laboratory 2 25 25 50 1
9 PC PCCO6020T | Advanced Algorithms 3 20 15 15 15 65 100 3 i
PC PCCO6020L | Advanced Algorithms Laboratory 2 25 25 50 1
3 PC PCCO6030T | Information Security 3 20 15 15 15 65 100 3 4
PC PCCO6030L | Information Security Laboratory 2 25 25 50 1
PECO6041T | Big Data Infrastructure 3 20 15 15 15 65 100 3
PECOG6041L | Big Data Infrastructure Laboratory 2 25 25 50 1
40 PEL PECO6042T | Internet of Things 3 20 15 15 15 65 100 3 4
PECO6042L | Internet of Things Laboratory 2 25 25 50 1
PECO6043T | Business Analytics ) 20 15 15 15 65 100 3
PECOG6043L | Business Analytics Laboratory 2 25 25 50 1
PECO6051T | Machine Learning 3 20 15 15 15 65 100 3
PECOG6051L | Machine Learning Laboratory 2 25 25 50 1
56 PE PECO6052T | Compiler Design 3 20 15 15 15 65 100 3 4
PECO6052L | Compiler Design Laboratory 2 25 25 50 1
PECO06053T | Human Machine Interaction 3 20 15 15 15 65 100 3
PECO6053L. | Human Machine Interaction Laboratory 25 25 50 1
6 PJ PJCO6060L | Project Stage-I 25 25 50 1 1
7 MC MCCO6070T | Environmental Studies 1 Audit Course
Total | 16 12| 280 75 475 800 21
@ Any 1 Elective Course.
Prepared by: e Prof. Dr. Niti i
epared by: : rof. Dr. Nitin N. Patil Prof. Dr. P. J. Deore
Prof. S. P. Salunkhe BOS Chairgan Dean Academics/Dy." Director
W ;
Checked by: ot Prof /5. P—Shokia™ ~B. Patil
Prof. J. S. Sonawane C.0.E. Director




Semester - V



Data Mining and Warehouse (PCCO50107T)

Teaching Scheme Examination Scheme
Lectures : 03 Hrs, fweek Term Test : 15 Marks
Credits ;03 Tencher Assesament : 20 Marks

End Som Exnm - 65 Muorks
Total Marks : 100 Mocks
e —e—— e

Pre-Requisite: Basic database concepts, Concepts of algorithm design and analysis,

Course Objectives:
1. To identify the scope and essentiality of Data Mining and Warehouse,
2. To anslyze data, choose relevant models and algorithms for respective applications.

3. To develop research interest towards advances in data mining.

COs | Course Outcomes Blooms| Blooms
Level | Descrip-
tion

CO1 | Understand Data Warehouse fundamentals and data mining prin- | L2 Understand

ciples
-

CO2 | Design data warchouse with dimensional modelling, L Create

CO3 | Understand ETL process and apply OLAP operations. L2 Understand

CO4 | Apply appropriate pre-processing technbques, | L3 Apply

CO5 | Identify appropriate data mining alporithms to solve real world | L3 Apply
problems.

CO6 | Compare and evaluate different data mining techniques like clas- | L5 Evalunte
sification, clustering and association rule mining.




Course Contents
—

Unit-I Introduction to Data Warehouse and Dimensional Modelling

08 Hrs.

Introduction to Strategic Information, Need for Strategic Information, Features of Data Warehouse,
Data Warehouse versus Data Marts, Data Warehouse versus Data Lake, Top Down versus Bottom Up
Approach. Data Warchouse Architecture, Metadata, E-R Modelling versus Dimensional Modelling,
Information Package Dingram, STAR Sehema, STAR Schema keys, Snowflake Schema, Fact Constel-
Intion Schema, Factless Fact Tables, Update to the Dimension Tables, Aggregate Fact Tables.

Unit-1I ETL Process and OLAP 06 Hrs.
Major steps in ETL Process, Data Extraction Techniques, Data Transformation: Basic tasks, Major

transformiation Lypwe

Data Loading: Applying Data, OLTP Vs OLAP, OLAP Definition, Dimensional Analysis, Hyper-

culbes,

OLAFP Operations: Drill Down, Roll Up, Slice, Dice and Rotation, OLAP models: MOLAP, ROLAP,

Unit-III Introduction to Data Mining, Data Exploration and Pre-
processing 06 Hrs.
Data Mining Task and Techniques, KDD Process, Issues in Data Mining, Applications of Data Min-
ing.

Data Exploration: Types of Attributes, Statistical Description of Data, Data Visualization, Measur-
ing data similarity and dissimilarity.

Data Preprocessing: Major tasks in Preprocessing, Data Cleaning: Missing Values, Noisy data; Data
Integration: Entity ldentifeation Problem, Redundancy and Correlation Analysis, Tupke: Duplication,

Dratae Vsl Consilict Detection aml Resolution.
Diata Reduction: Attribute Subset Selection, Histograns, Clustering and Sampling,
Data Transformation & Data Discretization: Data Transformation by Normalization, Discretization

by Dinning, Discretization by Histogram Analysis, Concept hiernrcly generation for Nominal data.

Unit-IV Classification and Prediction 06 Hrs.
Basic Concepts of Classification, Decision Tree Induction, Attribute Selection Measures using Infor-
mation CGain, Tree pruning,

Bayes Clussification Methods: Bayes' Theorem, Naive Bayesian Classification.

Rule Based Classification: Using IF THEN Rules for Classification, Rule Extraction 111:1@;5

Tree, Rule Quality Measures, Rule Pruning.

Model Evaluation & Selection: Metries for Evaluating Classifier Performance, Halds




Random Subsampling, Cross Validation, Bootstrap, Model Selection Using Statistical Tests of Sig-
nificance, Comparing Classifiers Based on Cost-Benefit and ROC Curves ITmproving Classification
Aceuracy: Ensemble classification, Bagging, Boosting and AdaBoost, Randon Forests, Improving
Classification Accuracy in Class Imbalanes Data Prediction: Simple Linear regression.

Unit-V Clustering 05 Hrs.
Cluster Analysis and Requirements of Cluster Analysis. Partitioning Methods: k-Means, k-Medaids.
Hierarchieal Methods: Agglomerative, Divisive. Density Dased Methods: DDRScan Evaluation of
Clustering: Assessing Clustering Tendency, Determining Number of Clusters and Measuring Cluster
Cruality: Intrinsic and Extringic methods.

Unit-V1 Mining Frequent Patterns and Association Rules 06 Hrs.
Market Basket Analysis, Frequent [temsets, Closed Itemsets, and Association Rule. Frequent Ttemset
Mining Methods: Apriori Algorithm, Association Rule Generation, ITmproving the Eficieney of Apri-
ori.

FP Growth, Mining Frequent Ttensets using Vertical Data Format. Introduction to Mining Multilevel
Association Rules and Multidimensional Association Rules.

Unit-VII Spatial and Web Mining 05 Hrs.
Spatial Data, Spatial Vs. Classical Data Mining, Spatial Data Structures, Mining Spatial Association
and Co-location Patterns, Spatial Clustering Techniques: CLARANS Extension, Web Mining: Web
Content Mining, Web Structure Mining, Web Usage mining, Applications of Web Mining.

Text Books:
1. Paulraj Ponniah, “Data Warchousing: Fundamentals for IT Professionals”, Wiley Tndin.

2. Reema Theraja, “Data warehousing”, Oxford University Press.

3. M. H. Dunham, “Data Mining Introductory and Advanced Topies™, Pearson Education.

Reference Books:

1. Han, Jiawet, Jian Pei, and Micheline Kamber, “Data Mining: concepts and technigques”, Elsevier,
3" Edition, 2011.




Evaluation Scheme:
Theory :

Continuous Assessment [A):

Subject tencher will declare Teacher Assessment criteria at the start of semester,

Continuous Assessment [B}:

Conduction of Term Test

The two Term Tests of 15 marks will be conducted under Continuous Assessment{CA} out of which

best performance among the two Term Tests will be considered.

Term Test (TT) (for 15 Marks)
Best of Two (TT-1/TT-2)

End Semester Examination {C):
L. Question paper based on the entire syllabus, summing up to 65 marks.

2, Total duration allotted for writing the paper is 3 hrs.




Data Mining and Warehouse
Laboratory(PCCO5010L)

Practical Scheme Examination Scheme
Fractical : 02 Hrs. /fweek Teacher Assegement © 25 Marks
Credit : 0 End Sem Exam : 25 Marks

Total ; 50 Marks

Course Objectives:

1. Practical exposure on implementation of data mining, preprocessing tasks,

2, Handling and analysis of datasets of any size.

3. Acquire knowledge of multidimensional schemas appropriate for data warehousing.

COs | Course Dulcomes Blooms| Blooms
| Level Descrip-
| tion
CO1 | Recall the fundamental applications and concept of data mining | L1 Remeniher
and data warehonses
C0O2 | Apply Data Preprocessing Techniques on realistic dataset L3 Apply
CO3 | Extract knowledge from given dataset using data mining tech- | L3 Apply
nicgues
CO4 | Apply Classification Techniques on realistic datasot. L3 Apply
CO5 | Apply Clustering Algorithms on given dataset L3 Apply




[ ]

8.

List of Laboratory Experiments

. Build Data Warehouse/Data Mart for & given problem statement

{a) ldentifying the source tables and populating sample data
{b) Making information package diagram

(€] Design dimensional data model i.e. Star schema, Snowflake schema and Fact Constellation
schema (if applicable)

- Perform data Pre-processing task on your dataset
- To perform various OLAP operations such as slice, dice, drilldown, rollup, pivot

. Implementation of Classification algorithm

{a) Using Decision Tree [D3

(b} Naive Bayes algorithm

. Implementation of Clustering algorithm

(a) K-means
(b) Hierarchical clustering (single/complete/average)
(c) DEScan

Implementation of Association Rule Mining algorithm

{a) Apriori algorithm

(b) FP Tree algorithm

Demonstrate performing Classification, Clustering, Association algorithm on data sets using
data mining tool (WEKA, R tool, XL Miner, otc.)

Case study on recent data mining applications

Evaluation Scheme:
Laboratory:

Continuous Assessment (TA):

Laboratory work will be based on PCCOS010T with experiments to be performed in Python / R

programming languages. The distribution of marks for term work shall be as follows:

2.

3.

Performance in Experiments: 05 Marks

Journal Submission: 056 Marks

Vivaevove: 05 Marks

Subject Specific Lab Assigument /Case Stady: 10 Marks

1]




The final certification and acceptance of term work will be subject o salisfactory performance of
lahoratory work and upon fulfilling minimum passing eriteria in the term work.

End Semester Examination (ESE):

Oral/ Practical examination will be based on the entire syllabus including, the practicals performed

during laboratory sessions,




Processor Organization and Architecture
(PCCO5020T)

Teaching Scheme Examination Scheme
Lectures ; 03 Hrs. fweek Term Test : 15 Marks
Credits - 03 Teacher Assessment @ 30 Marks

End Sem Exam - 65 Marks
Total Marks ; 100 Marks

PI‘E—I"EC[UiEitE: Digital Electronics, Operating systems.

Course Objectives:
L. To have a thorough understanding of the basic structure and operations of a computer system.
2. To stucly the hierarchieal memory system including cache memories and virtual MBIy,
3. To prepare students for higher processor architectures and embedded systems.

4. To apply innovative solutions and make progress in the knowledge to exploit the new paradigms
of computing, particularly in distributed environments.

COs | Course Outcomes Blooms| Blooms
Level Descrip-
tion
COLl | Understand the arithmetic and logic algorithms for processors L2 Understand
CO2 | Understand the concepts of memory organization and mapping | L2 Understand
techniques.

CO3 | Explain, Interpret and implement the instructions and address- | L3, L4 | Apply,
mg modes of 8086 microprocessor and write assembly and mixed Analyee
language programs,

04 Understand the architecture and concepts of an 8051 microcon- | L2 Linderstamnd
tradler.

CO5 | Understand advanced trends and technologies in processor archi- | L2 Underseandd
tectures.




Course Contents

Unit-I Introduction to Computer Architecture & Organization
06 Hrs.

Introduction, Basic Organization of Computer Architecture, Von Neumann Model and Harvard Ar-
chitecture, Data Representation and Arithmetic Algorithms- Addition, Subtraction, Multiplication -
Unsigned Multiplication, Booth's Algorithm (Signed Multiplication), Division of Integers - Restoring
Division, Mon-Restoring Diviston,

Unit-1I Memory Organization 08 Hrs.
Types of RAM (SRAM, DRAM, SDRAM, DDR, 33D} and ROM, Characteristics of Memory, Mem-
ory Hierarchy- Cost and Performance Measurement.

Virtual Memory: Concept, Segmentation and Paging.

Address Translation Mechanism, Interleaved and Associative Memory, Cache Memory Concepts,
Cache Coherency.

Unit-IIT Intel 8086 Architecture and Addressing Modes 06 Hrs.

Major Features of BU86 Processor, 8086 CPU Architecture and Pipelined Operations, Programmer’s
Model and 8086 Pin Description, 8086 Addressing Modes.

Unit-IV 8086 Instruction set, Interrupts and Programming 10 Hrs.
[nstruction Set of 8086 Microprocessor, Assembler Directives, Procedure nnd Macros.

[nterrupts in 3086 Microprocessor: Dedicated Interrupts, Software Interrupts, DOS Interrupts (Pro-
gramming Examples), Assembly Language Programming for 8086 Microprocessor, Mixed Mode Pro-
gramming for S86.

Unit-V 8051 Microcontroller 05 Hrs.
Architecture of 8051 Microcontroller, Addressing Modes for 8051,
Instruction Set for 8061 Microcontroller: Data Transfer, Arithmetic and Logical.

Imterrmpi= in 8051 Microconteoller,

Unit-VI Intel Pentium Processor 06 Hrs.

Features of Intel Pentium Processor, Pentium Supersealar Architecture, Pipelining, Branch Predie-

tion, Instruction and Data Cache Coneept.




Reference Books:

1. William Stallings, “Computer Organization and Architecture: Designing for Performance™, 1080

Edition, Pearson Publication, 2013.
2. John P. Hayes, “Computer Architecture and Organization”. 3™ Edition, McGraw-Hill, 1988.
3. John Uffenbeck, “808G /3088 Family: Design Programming and Interfacing”, 2™ Edition, PHIL
4. Douglas Hall, “Microprocessor and Interfacing”, 2"4 Edition, Tata MeGraw Hill.

5. M. A Mazidi, J. C. Mazidi, Rolin D. McKinlay, “The 8051 Microcontroller and Embedded
Systems Using Assembly and C", 2™ Edition, Pearson Education.

6. Kenneth J. Ayala, “The 28051 Microcontroller™, 3™ Edition, Cengage Learning India Pvt. Ltd.

7. James L. Antonakos, “The Intel Microprocessor Family: Hardware and Software Principles and
Applications”, Cengage Learning.

Evaluation Scheme:
Theory :
Continuous Assessment (A):

Subject teacher will declare Teacher Assessment criteria at the start of semester.
Continuous Assessment (B):

Conduction of Term Test
The two Term Tests of 15 marks will be conducted under Continuous Assessment{CA) out of which

biest performance among the two Term Tests will be considered.

Term Test (TT) (for 15 Marks)
Best of Two (TT-1/TT-2)

End Semester Examination (C):
L. Question paper based on the entire syllabus, summing up to 65 marks.

2. Total duration allotted for writing the paper is 3 hrs,

]



Processor Organization and Architecture
Laboratory(PCCO5020L)

Practical Scheme Examination Scheme
Practical : 02 Hrs. fweek Teacher Assessment : 25 Marks
Credlit. = 01 End Sem Exam : 25 Marks

Total : 50 Marks

Course Objectives:
1. To understand various multiplication and division algorithms.

2. To implement programs using 8086 instruction set and addressing modes.

3. To write mixed mode programs for 2086,

COs | Course Dutcomes Blooms| Blooms
Level Descrip-
| tion
CO1 | Implement multiplication and division algorithms. L3 Apply
CO2 | Compare and apply first fit and best fit memory allocation policy. | L2, L | Compare,
Apply
C03 | Understand and implement page replacement policies. L2, L3 | Understand,
Apply
CO4 | Implement assembly and mixed language programs using the in- | L6 Create

structions and addressing modes of 8086 microprocessor.




List of Laboratory Experiments

l. To implement shift and add method of multiplication algorithm.

2. To implement Booth's multiplication algorithm.

3. To study and implenent Restoring division algorithm.

4. To study and implement Non- Restoring Division algorithm.

5. To implement First Fit Memory allocation poliey.

G. To implement Best Fit Memory allocation policy.

7. To study and implement FIFO page replacement policy

8. To study and implement LRU page replacement policy

9. Assembly program for 16-bit addition
10. Assembly Program to transfer n block of data from one segment to another segment.
11. Assembly program to sort numbers in ascending/ descending order
12. Assembly program to find minimumn/ maximmm ne. from a given array.
13. Assembly language program using Macros.
14, To implement mixed language programming wsing Assembly Language and €.

Evaluation Scheme:

Laboratory:

Continuous Assessment (TA):

Laboratory work will be based on PCCOB020T with minimum 10 experiments to be incorporated.

The distribution of marks for term work shall be as follows:
L Performance in Experiments: 05 Marks
2. Journal Submission: 05 Marks
4. Viva-vooe: 05 Marks
4. Subject Speeific Lab Assignment /Case Stady: 10 Marks

The fnal certification and acceptance of term work will be subject to salisfactory performance of
Inboratory work and upen lAlling minionn pessing critesia in e tern work.

End Semester Examination {ESE):

Ural/ Practical exnmination will e e on the entire :-,-_-,-I! practicals performed

during laboratory sessions, -

12



Artificial Intelligence (PCCO5030T)

Teaching Scheme Examination Scheme
Lectures : 03 Hrs./week Term Test : 15 Marks
Credits ;03 Tepcher Assessment @ ) Marks

End Som Exam : 65 Marks
Total Marks : 100 Marks
... —

Pre- TEE[I.liEit'E: Knowledge of Basic Mathematics and Algorithms

Course Objectives:
1. Provide the basic ideas and techniques underlying the design of intelligent systems.
2. Impart the knowledge of various search techniques for problem solving,

3. Learn knowledge representation and provide the knowledge to deal with uncertain and incom-
plete imformation.

4. Impart the knowledge of planning and expert systems.

COs | Course Outcomes Blooms, Blooms
Lewel Deserip-
tion

GOl | Develop a basic understanding of Al building blocks presented in | L3 Apply
intelligent agents.

CO2 | Design appropriate problem solving method for an agent to find a | L8 Create
sequence of actions to reach goal state,

CO3 | Analyze various Al approaches to knowledge- intensive problem | Ld Analysze

solving, reasoning and planning.

CO4 | Design models for reasoning with uncertainty as well as different | LG Create
types of lerning,

€05 | Design and develop the Al applications in real world scenario, L& Create

13



Course Contents

Unit-1 Introduction to Artificial Intelligence 005 Hrs.
Intradnetion, History of Artificial Intelligence, Intelligent Systems: Categorization of Intelligrnt Sys-
tem, Components of Al Program, Foundations of Al, Sub-areas of Al, Current trends in AL

Intelligent Agents : Agents and Environments, The concept of rationality, The nature of environment,

The structure of Agents. Types of Agents, Learning Agent.

Unit-1I Problem solving 12 Hrs.
Solving problem by Searching: Problem Solving Agent, Formulating Problems, Example Problems.
Search Methods: Uninformed search, Breadth First Search (BFS), Depth First Search (DFS), Depth
Limited Search, Depth First Tterative Deepening (DFID).

Informed Search Methods: Greedy best first Search, A* Search, Memory bounded heuristic Search.
Local Search Algorithms and Optimization Problems:Hill climbing search, Simulated annealing, Local
beam search, Genetic algorithms, Ant Colony Optimization.

Adversarial Search: Games, Optimal strategies, The minimax algorithm, Alpha-Beta Pruning.

Unit-I11 Knowledge and Reasoning 10 Hrs.
Knowledge based Agents, The Wumpus World, Propositional Logie, First Order Logic, Inference in
FOL, Forward chiaining, Backwarnd chaining, Knowledge Engiueering in First-Order Logic, Unification,
Resolution, logic programming (PROLOG).

hnowledge Representation: Ontologieal Engineering, Semantic networks, Deseription logics, RDF,
OWL, Semantic Web.

Uneertain Knowledge and Reasoning: Uncertainty, Representing knowledge in an uncertain domain,
The semantics of Bayesian belief network, Inference in beliel network. Rule-based methods for uneer-
tain ressoning, Dempster-Shafer theory, Fuzzy sets and fuzzy logic.

Unit-IV Planning 05 Hrs.

The planning problem, Planning with state space search, Planning graphs, Partial order planning,
Hierarchical planning.
Planning and Acting in Nondeterministic Domain @ Sensorless planning, Contingent planning, Online

replanning, Multiagent planning,

Unit-V Learning 06 Hrs.
Types of Learning, Inductive Learning. T

e 5 Tag,
Artificial Neural Networks: MeCulloh Pitts Model, I:'DN'E'E:II.I'-I]I:I'."‘FI:W m

-r]
e 7 e,

G

Neltwork, Backprops-

gution Algorithm, Self Organizing Map.




Unit-VI Expert System 04 Hrs.

Introduction, Phases in building Expert Systems, ES Architecture,
Applieations : Natural Langunge Processing, Robotics, Character Recognition, Genetic Algorithm in

game playing, Travelling Salesman Problem, Best path fnding, Recommender Systems, Prediction

Systems, Atari Cames, Face Recognition.

Text Books:

1,

Stuart J. Russell and Peter Norvig, “Artificial Intelligence A Modern Approach®™, 24 Edition,

Peamson Education.

. Saroj Kaushik, “Artificial Intelligence”, Cengage Learning.

George F. Luger, “Artificial Intelligenee”, Low Price Edition, 4*" Edition, Pearson Education.

o Deepak Khemani, “A First Course in Artificial Intelligenee”™, 1** Edition, McGraw Hill Educa-

tion (India), 2013,

Reference Books:

1.

5."|

Ivan Bratko, "ROLOG Programming for Artificial Intelligenee”, Pearson Education, 379 Edi-
Lo,

Elaine Rich and Kevin Knight, “Artificial Intelligence” , 379 Edition, MeGraw Hill.

Davis E. Goldberg, “Genetic Algorithms: Search, Optimization and Machine Learning®, 13%"
Edition, Addison Wesley, N.Y., 1089,

- Martin T. Hagan, Demuth, Beale, “Neural Network Design”, 2*4 Edition, CENGAGE Learning,

Indin Edition.

Patrick Henry Winston, “Artificial Intelligenee™, 3™ Edition, Addison-Wesley.

- Han Kamber, “Data Mining Concepts and Techniques”, 37 Edition, Morgann Kaulfmann Pub-

lishens,

N. P. Padby, “Artificial Intelligence and Intelligent Systems”, 1*' Edition, Osxford University

Prems,




Evaluation Scheme:

Theory :

Continuons Assessment (A):

Subject teacher will declare Teacher Assessmient criteria at the start of semester.

Continuous Assessment (B):

Conduction of Term Test

The two Term Tests of 15 marks will be conducted under Continuous Assessment{CA) out of which
best performance among the two Term Tests will be considered.

Term Test (TT) (for 15 Marks)
Best of Two (TT-1/TT-2)

End Semester Examination {C):
L. Question paper based on the entire syllabus, summing up to 65 marks.

2. Total duration allotted for writing the paper is 3 hrs.

L



Artificial Intelligence Laboratory(PCCO5030L)

Practical Scheme Examination Scheme
Practical @ 02 Hes. fweek Teacher Assessment @ 95 Marls
Credit : 01 End Sem Exam : 25 Marks

Total : 50 Marks

Course Objectives:

1. Provide understanding of various techniques and algorithms of Al used in problem solving,
aptimization problems and game programming.

2. Familiarize with Perceptron Learning/ Backpropagation algorithm.

COs | Course Outcomes B]l}hl‘l‘lﬁt Blooms
Level | Descrip-
tion
COl1 | Understand the problem and PEAS for a given problems. L2 Understand
CO2 | Identify and apply searching algorithns to solve problems. L3 Apply
CO3 | Write a program for Al gaming problem. | LG Create
CO4 | Write a program to perceptron learning, LG Create

17



List of Laboratory Experiments
1. Select a problem statement relevant to Al
(a) ldentify the problem
(b) PEAS Description
(e} Problem formulation

2. Program to implement Family Tree in Prolog

3. Identify and analyze uninformed search Algorithm to solve the problem.
Implement BFS/DFS/DFID search algorithms to reach goal state.

4. Identify and analyze informed search Algorithm to solve the problem.
[mplement A* search algorithm to reach goal state.

&m

- Program to implement Local Search algorithm: Hill climbing search
fi. Program on Genetic Algorithm to solve a optimization problem in AL

7. ldentify, analyze, implement a planning problem/Rule based Expert System in a real world

BOEATI,
8. Implementation on any Al Problem: Wumpus world, Tie-tac-toe, 8-Queens Problem
9. Program to implement learning: Pereeptron Learning/ Backpropagation Algorithm.
10. Case study of an Al Application.

Evaluation Scheme:

Laboratory:

Continuous Assessment (TA):

Laboratory work will be based on PCCO5S030T with minimum 10 experiments to be incorporated,

The distribution of marks for term work shall be as follows:
L. Performanee in Experiments: 05 Marks
2. Journal Submission: 05 Marks
A Viva-voee: 05 Marks
4. Subject Specific Lab Assigmment /Case Study: 10 Marks

The final cortification and acceptance of term work will be subject to satisfactory performance of

labwratory work ancd upon fulfilling sisiim passing criteria i the term work.

End Semester Examination (ESE):

- 3 » . E.
Oral/ Practical examination will be based on the entive ay]]nbLﬁ“hu:I

during lnbormbory scssions.

I8



Advanced Operating System (PECO5041T)

Teaching Schame Examination Scheme
Lectures - 03 Hrs. fweek Term Test : 15 Marks
Credits : 03 Teacher Assessment @ 20 Marks

End Sem Exam : 65 Marks
Tetal Marks - 100 Marks

Pre-requisite: Operating System and Computer Organization.

Course Objectives:
1. To understand the difference between distributed, multiprocessor and virtualization concepts,
2. To explore Real Time Operating System concepis.
3. To explore mobile operating system.

COs | Course Outcomes Blooms| Blooms
Level | Descrip-
tiom

COl | Analyze the difference between different types of operating sys- | L4 Analyze
tems,

C02 | Describe real time operating systems. L2 Understand

CO3 | Apply correct distributed and multiprocessor operating system | L3 Apply
concepts to solve real life problems.

CO4 | Improve system performance by applying virtualization concepts. | L6 Improve

CO6 | Understand mohile operating system. L2 Understand

19




Course Contents

Unit-1 Introduction 04 Hrs.
Functions of Operating Systems, Design Approaches: Layered, Kernel Based And Virtual Machine
Approach, Need for Advanced Operating Systems, Types of Advanced Operating Systems (NOS,
DOS, Multiprocessor 05, Mobile 05, RTOS, Cloud 08S).

Unit-IT Distributed Operating Systems 10 Hrs.
Architecture of Distributed Operating Systems, System Architecture Types, Issues in Distributed
Operating Systems, Inherent Limitation of Distribute Systems.

Distributed Mutual Exclusion: Classification of Mutual Exclusion Algorithms, Lamport’s, Token-
Based Algorithm, Suzuki-Kasami's Broadeast Algorithm, Raymond's Tree Based Algorithm, Dis-
tributed Deadlock Detection, Distributed File Systems, Distributed Shared Memory, Distributed
Scheduling,

Unit-I1I Real Time Operating Systems 10 Hrs.
Bage Model of Real Time Systems, Characteristics, Applications of Real Time Systems, Real Time

Task Scheduling, Types of Tasks and their Characteristics. Task Scheduling, Clock Driven Scheduling,
Hybrid Schedulers, Event Driven Seheduling, EDF Scheduling, Rate Monotonic Algorithm, Handling

Resource Sharing,

Resource Hamdling: Resource Sharing, Priority Inversion, PIP, PCP, HLP, Scheduling Real Time
Tasks in DMstributed Systems.

Unit-IV Multiprocessor Operating Systems 06 Hrs.
Introduction, Basic Multiprocessor System Architectures, Design Issues, Threads/ Process Synchro-
nization: The Test and Set Instruction, the Swap Instruction, Implementation of the Process Wait.

Processor Scheduling: Issues, Co-Seheduling, Smart Scheduling, Affnity Based Scheduling

Unit-V Virtualisation 06 Hrs.

Introduction to Virtualisation, Types of Virtnalisation, Bare Metal {XEN), Hosted (KVM) Virtual-
ation, Para Virtualisation, Full Vircualisation, Emulation, Server Virtualisation, Network Virtuali-

smtion and Storage Virtualisation.

Unit-VI Mobile Operating System 06 Hrs.

Symbian O.5: Introduction, Kernel Design in Sviblan 03, Scheduli ¥ 05, File Systems




Text Books:
1. Andrew 8. Tanenbaum, “Modern operating system”, 4'" Edition, Pearson.
2. Pradeep K. Sinha, “Distributed operating system-Concepts and design®, 15° Edition, Pearson.
3. Andrew 8. Tanenbaum, “Distributed operating system”, 1*' Edition, Pearson.
4. Rajib Mall, “Real-Time Systema: Theory and Practice™, 15% Edition, Pearson.
Reference Books:

1. Mukesh Singhal, Niranjan Shivaratri, “Advance Concepts in Operating System”, 1% Edition,
Me Craw Hill

2. K. C. Wang, “Embedded and Real Time Operating System”, 15* Edition, Springer.
3. Cris Wolf and Eric M. Halter, “Virtualization from Desktop to Enterprise”, 1** Edition, Apress,
4. Ben Morris, “The Symbian OS Architecture Source Book”, 1% Edition, Willey India.

5. Bunita Mahajan and Seema Shah, "Distributed System”, 2™ Edition, Oxford.
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Evaluation Scheme:

Theory:

Continuous Assessment (A):

Subject teacher will declare Tescher Assessment criteria at the start of semester.
Continuous Assessment (B):

Conduction of Term Test

The two Term Tests of 15 marks will be conducted under Continuous Assessment(CA) out of which
best performance among the two Term Tests will be considered.

Term Test (T'T) (for 15 Marks)
Best of Two (TT-1/TT-2)

End Semester Examination (C):
1. Question paper based on the entire syllabus, summing up to 65 marks,

2. Total duration allotted for writing the paper is 3 hrs.




Advanced Operating System
Laboratory(PECO5041L)

Practical Scheme Examination Scheme
Practical : 02 Hrs /weck Tencher Assessment @ 25 Marks
Credit =01 End Sem Exam : 25 Marks

Total @ 50 Marks

Course Objectives:
1. To understand the challenges of the system software in clood computing.
2. To learn thoroughly deadlock detection concept.

3. To explore virtualization using different methods.

COs | Course Qutcomes Blooms| Blooms

Level | Descrip-
tion

CO1 | Apply concurrent client server mechanism. L3 Apply

CO2 Solve the Hir.ﬂrldhgpmm alporithm. L Apply

CO3 | Demonstrate the various virtualization methods. L2 Understand

CO4 | Mustrate deadlock detection using edge chasing algorithm, L2 Understand

CO5 | Hlustrate the concept of android programming L2 Understand




List of Laboratory Experiments

LAB | Topic / Activity Explanation of Activity
Labl | Distributed Programming Implement concurrent client-server application.
Lab2 | Logical Clock Simulate Lamport's logical clock
Lab3d | Distributed Mutual Excliusion | Iinplement Rleart- Agearaaln Algorithm.
Labi | Distributed Deadiock Demonstrate deadlock detection
using Edge Chasing algorithm.
Lab5 | Hosted Virtoalization Demonstrate hosted virtualization using KYM.
Labf | Bare Metal Virtualization Load & new operating system
virtually on the client machine
using the concept of bare
metal virtualization by XEN.
Lab? | Android Programming Basics | Hello world, linking activities, passing data.
Lab8 | Handing image and text ICrente o simple list
using Androbd Prograumming | view with image and text.
Labf | Building an Application Integrate o website inside
using Android an application, use of SQLite.
Labl0 | Case study Symbian 085

Evaluation Scheme:
Laboratory:
Continuous Assessment (TA):

Laboratory work will be based on PECOSMIT with minimum 10 experiments to be incorporated.

The disteibution of marks for term work shall be as follows:

1. Performance in Experiments: 05 Marks

2, Journal Submission: 05 Marks

3. Viva-vore: 05 Marks

4. Subject Specific Lab Assignment /Case Study: 10 Marks

The final certification and scceptance of term work will be subject to satisfactory performance of

Iaboratory work and upon fulfilling minimum passing efiterda in the term work.

End Semester Examination (ESE):

Oral/ Practical examination will be based on the entire syllabus including, the practicals performed

during laboratory sessions.




Advanced Database Management System

(PECO5042T)
Teaching Scheme Examination Scheme
Lectures ;03 Hrs /work Term Test ;15 Marks
Crodits @ 03 Teacher Assessmment @ 20 Marks

End Sem Exam : 65 hMarks
Total hMarks : 100 Marks

Pre-requisite: Basic knowledge of Database management System.

Course Objectives:
L. To provide overview of advinoement in SQL and Database technolomy.
2. To impart knowledge of query processing and optimization.
3. To provide an overview of distributed databose systems.
4. To introduce the concept of document-oriented database.

5. To create awarencss about potential security threats to a database and mechanksms to handle
it

fi. Understand the usage of advanced data models for real life application.

COs | Course Dubeomes Blooms| Blooms

Level | Descrip-
tion

COl | Discuss new developments in database technology. L2 Understand

C02 | Measure query cost and optimize query execution. L5 Evaluate

C03 | Design distributed database for better resource management. La Create

CO4 | Demonstrate the understanding of the concepts of document- | L3 Apply

oricnted databases.
CO5 | Apply appropriate security techniques database systems, L3 Apply
CO6 | Implement advanced data models for real life applications. L3 Apply

]




Course Contents

Unit-1 Advance Databases 06 Hrs.
Indexing and Hashing: Types of Single-Level Ordered Indexes, Multilevel Indexes, Dynamic Multilevel
Indexes Using DBeTrees and B+-Trees,

New Database Applications and Architectures: e.g., Data Warehousing, Multimedia Database, Mo-
bility Database, NoSQL, Native XML Databases (NXD), Document Orientated Databases, Graph
Dutabase, Federated Databases.

Unit-II Query processing and Optimization 08 Hrs.
Query Processing: Overview, Measures of Query cost, Selection Operation, Sorting, Join Opeeations,
and Other Operations, Evaluation of Expression.

Query Optimization: Translations of SQL Queries into Relational Algebra, Heuristic Approach and

Cost-Based Optimization.

Unit-IIT Distributed Databases 08 Hrs.
lutroduction: Types of Distributed Database Systems, Distributed Database Architectures.
Distributed Database Design: Data Fragmentation, Replication and Allocation Technigues, Dis-
tributed Query Processing (Semi join).

Transaction Management, Concurrency Control {Locking) and Recovery in Distributed Databases.

Unit-IV Document oriented database 08 Hrs.
Object Oriented Database: Need of Object-Oriented Database, Impedance Matching Problem be-
tween OO0 Languages and Relational Database, Case Study db40.

Doenment Oriented Database: Need of Document Oriented Database, Difference between Document
Oriented Database and Traditional database, Types of Encoding XML, JSON. BSON, Representation
XML, Json Objects. Case study on Doc oriented Based such a Mariadb,

Unit-V Advanced data models 06 Hrs.
Temporal Data Models: Aspects of Valid Time, Ditemporal Time and Bi-temporal Time with Exam-

pless of Each.

Spatial Model: Types of Spatial Data Models - Raster, Vector and Image MYSQL Postgres, Mabile

Databases.

Unit-VI Data Security 06 Hrs.

Introduction to Database Security Tssues; Authentication an
F

atabase Auditing, Dis-

eretiiary Acorss Control Based on Granting amd Revoks tory Access Clontrol
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and Role-Based Access Control for Multilevel Security, Introduction to Statistical Database Security.

Text Books:

1. Elmasri & Navathe, “Fundamentals of Database Systems”, 4'" Edition, PEARSON Education,
2006,

2. Korth, Silberschatz, 5. Sudarshan, “Database System Conecopts”, 5'™ Edition, McGraw Hill,
2004,

3. Raghu Ramkrishnan & Johannes Gehrke, “Database Management System”®, 3'" Edition, Tata
MeGraw Hill, 2003

4. Ruosell J. T. Dyer, “Leaming MySQL and Mariadh”, O'reilly, 2015,

Reference Books:

l. Chhanda Ray, “Distributed Database System”, Pearson Education, 2009.

2. Hector Garciw-Molina, Jeffery D, Ulhuan, Jennifer Widow, “Database system huplosentation”,
Pearson Education, 2000,

3. Thomas M. Connolly Cavolyn Begg, “Database Systems: A practical Approsch to Design”,
Lasplementation and Management, 4" Edition, Addison-Wesley, 2005,




Ewvaluation Scheme:

Theory :

Continuous Assessment (A):

Subject teacher will declare Teacher Assessment criterin at the start of semester,

Continuous Assessment (B):

Conduction of Term Test

The two Term Tests of 15 marks will be conducted under Continuous Assessment(CA) out of which

best performance among the two Term Tests will be considered,

Term Test (TT) (for 15 Marks)
Best of Two (TT-1/TT-2)

End Semester Examination [C):
1. Question paper based on the entire syllabus, summing up to 65 marks.

2, Total duration allotted for writing the paper & 3 hes.




Advanced Database Management System

Laboratory(PECO5042L)

FPractical Schiome
Practical : 02 Hrs. /week

Examination Scheme
Teacher Assessment : 25 Marks

Credit : 01 End Sem Exam : 25 Marks
Total : 50 Marks
Course Objectives:
1. Discuss professional and commercinl databnses.
2. Implement query optimizathon.
3. Design distributed database system to perform fragmentation.
4. Implement advanced data models for real life applications,
6. Handle different database security issues
COs | Course Outcomes Blooms| Blooms
L] Descrip-
tion
CO1 | Compare professional and commercial databases. L2 Understand
CO2 | Simulate and implement query optimization, L3 Apply
CO3 | Implement distributed database design with fragmentation and | L3 Apply
replication.
CM | Process and analyze spatial and temporal data. L4 Analyze
CO% | Discuss security issues and their measures. L2 Understand

S
-

I ia-




List of Laboratory Experiments

LAB | Topic / Activity Explanation of Activity
Labl | SQL Progromming Case study on Professional and
Commercinl Databases: Summary and Comparison.
Lab? | Query Optimbzation Simulate Query optimization by
applying an 3QL Query on any database.
Labd | Query Monitoring Implementation of Query monitor
(QEP- Query Execution Plan, Query Statistics).
Lab4 | Distributed Database Design Perform Fragmentation
{Range, List, Hash and Key) in DDES design.
Labs | Distributed Database Design Implementation of Replication
transparency in DDB.
Labf | Distributed Database Design Implementations of two phase |
three phases commit protoool.
Lab7 | XML Programming Query execution on XML database.
Lab8 | Document Database Datn handing using JSON. (eg. Display user information
from JSON file downloaded from Mobile).
Labd | Spatial and Temporal Data Handling | Processing of Spatial and temporal data.
Labl0 | Case study Case study on Database security issues and
measures taken to handle those issues,

Evaluation Scheme:
Laboratory:
Contimuous Assessment (TA):

Laboratory work will be based on PECOS042T with minimum 10 experiments to be incorporated.
The distribution of marks for term work shall be as follows:

L. Performance in Experiments: 05 Marks

2. Journal Submisston: (5 Marks

3. Viva-voce: 05 Marks

4. Subject Spevific Lab Assignment /Case Study: 10 Marks

The Anal certification and scceptance of term work will be subject to satisfactory performance of
lsbwratory work and upon fulfilling minimm passing criteria in the term work,
End Semester Examination (ESE):

Oral/ Practical examination will be based on the entire syllabus including, the practicals performed

during Inboratory sessions. /r.""" Mt
;ﬁﬁa : "4.'7 Y
3




Network Engineering (PECO5043T)

Teaching Scheme Examination Scheme
Lectures @ (3 Hrs. /week Termn Test : 156 Marks
Credits ;03 Tenchor Assessmwent @ 20 Marks

End Sem Exam ¢ 65 Marks
Total Marks : 100 Marks

Pre-requisite: Computer Networking.

Course Objectives:
1. Study the Design and Analysis of Advance Computer network.
2. Acquire knowledge of design and analysis of networking paradigms and protocols.
3. Gain advance knowledge of Network layer routing protocols and IP addressing,
4. Study complex network concepts and design issues.
5. Study sdvance networking architectures vise Software defined network (SDN).

6. Understand the high-performance networking and apply them in real time applications.

COs | Course Qutcomes Blooms| Blooms
Level | Descrip-

tion

CO1 | Analyze the existing network architecture. L4 Analyze

002 | Understand the routing design principles. L2 Understand

CO3 | Deseribe different protocol specifications and their components, L1 Knowledge

CO4 | Design the complex network by converging different technologies. | LG Create

CO5 | Understand and explain advance network architectures and its | L2 Understand

OO porneTts

CO6 | Understanding and developing high performance networks. L2, L6 | Understand,

Create

3



Course Contents

Unit-I Design and Analysis of networks 06 Hrs.
Address Masks, Profives, and Sub notworks, Network Address Translation (NAT) TP Switching and
Routing - Lecal Delivery and Loopbacks - Address Resolution Protocol Route, Control and Record-
ing Fast Retransmit and Fast Recovery - Congestion-Avoidance Mechanisms - DECbit - Random
Early Detection - Source-Based Congestion Avoidance - Tahoe, Reno, and Vegas QoS Application
Requirements - Real-Time Audio - Taxonomy of Real-Time Applications - Approaches to QoS Support

Unit-II Internet Routing Design 08 Hrs.
Router Architectures: Functions, Types, Elements of a Router, Packet Flow. Packet Processing: Fast
Path versus Slow Path Router Architectures, Qo8 Attributes Adapting Houting: A Dasie Framework.
Update Frequency, Information Inaceuracy, and Impact on Routing, Dynamic Call Routing in the
PSTN Heterogeneous Service, Single-Link Case A Ceneral Framework for Source-Based QoS Routing
with Path Caching, Routing Protocols for QoS Routing

Unit-I11 Protocol Engineering 08 Hrs.
Protucol Specification: Components of specilication, Scrvice spevification. Comanunication Serviee
Specification Protocol entity specification: Sender, Receiver and Channel specification, Interface spec-
ifcations, Iiteractions, Multimedia specifications, Altermating Bit Protocal Spedification, RSVP spec-
ification,

Protocol Speciication Language (SDL): Salicut Features, Comnniication System Deseription using
SDL Structure of SDL. Data types and communication paths,

Exumnples of SDL bused Protocol Specifications: Question aud answer protocol, X-on-X-off protocol,
Alternating bit protocol, Sliding window protocol specification

Unit-IV Complex Networks 08 Hrs.
Types of network: Social networks, Information networks, Technologicsl networks, Biclogical net-
wiThs.

Properties of network: Small world effect, transitivity and clustering, degree distribution, scale froe
networks, maximum degree, network resilience,

Applications; Search on networks, exhaustive network searcl, gubded network search, network navi-

gation; network visualization,

3G Mobile metwork: Requirement, Desiguing and deplovinent of 50 networks.

04 Hrs.
S0MN Opeen soures,




SN Future.

Unit-V1 High Performance Networks 08 Hrs.
Network Performance analysis: Objectives and requirements for Quality of Service (QoS) in high

performance notworks, Architecture of high performance networks (HPN), Design issues, protocols

for HPN, VHF backbone networks, Virtual interface architectures, virtual interface for networking.

Reference Books:

L

2,

[ ]

1,

V. Abhuja, “Diesign and Analysis of Communication Networks", [SE Editions, MceGraw Hill,

UifTroppens, R. Erkens and W, Muller, “Storage Networks Explained”, 2°9 Edition, John Wiley
L Sons, 2003, .

Alex Goldman, “Storage Area Networks Fundamentals”, Cisco Press, 2002.

. Richard Barker and Paul Massiglia, “Storage Area Network Essentials: a Complete Guide to

understanding and implementing SANs", John Wiley. India.

. Paul Goransson, Chuck Black, “Software Defined Networks: A Comprehensive Approadh®, 15t

Edition. Morgan Kaufmann, Elsevier, USA, 3014,

- PallapnVenkataram and Sunilkumar 5. Manvi, “Communication Protocol Enginesring”, 2md

Edition, PHI, 2004.

3. N. Dorogovisev and J. F. F. Mendes, “Evolution of Netwaorks”, Oxford University press.
Jamses D. MeCabe, “Network analysis, Architecture and Design®, 2™¢ Edition, Elsevier, 2003,
Bertsekas & Gallager, “Data Networks™, 2™ Edition, Pearson Education, 2003

H. Shetty, “5G Maobile core Network: Design, Deployment, Automation and Testing strategies",

Apres publication.




Evaluation Scheme:
Theory :

Continuous Assessment (A):

Subject teacher will declare Teacher Assessment eriteria at the start of semester.
Continuous Assessment (B):
Conduction of Term Test

The two Term Tests of 15 marks will be conducted under Continwous Assessment({CA) out of which
best performance among the two Term Tests will be considered.

Term Test (T'T) (for 15 Marks)
Best of Two (TT-1/TT-2)

End Semester Examination (C):
1. Question paper based on the entire syllabus, summing up to 65 marks.

2. Total duration allotted for writing the paper is 3 hrs,
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Network Engineering Laboratory(PECO5043L)
“

Practical Scheme Examination Scheme
Practical : 02 Hre. /week Teacher Assessment : 25 Marks
Crecdit ;01 End Sem Exam : 25 Marks

Total : 50 Marks

h

Course Objectives:
1. Configure a DHCP Server to serve contiguous [P addresses.
2. Use open-source tools for network debugging and diagnostics.
3. Demonstrate various computer network protocols.
4. Evaluate Network Performance using NS-2.
5. Analyze HTTP Trafic using tools like Wireshark.
6. Create and set up a virtual LAN.

COs | Course Outcomes Blooms| Blooms
Leval | Descrip-
tion
CO1 | Configure n DHCP Server and uss various opefi-source tools for | L3 Apply
debugging and dingnostics.
CO2 | Demonstrate various computer network aratocods, L3 L3 | Understand,
Apply
CO3 | Evaluate Network Performance wsing NS-2 and various open | LS Evaluate
sodiree toals,
COd | Analyse HTTP Traffic and Configure iptables L4 Analyse
CO5 | Create and set up a virtual LAN. L& Create




List of Laboratory Experiments

L. Configure a DHCP Server to serve contiguous [P sddresses to o pool of four [P devices with o
defaule

2. Configure, implement and debug the following: Use open-source tools for debugging and diag-
neostics,

4. Demonstrate any one of the protocol -
(a) ARP/RARP protocols
(b) RIP routing protocols
(e} BGP routing
{d) OSPF routing protocals

4. Evaluate Network Performance Evaluation using NS-2.

5. Comparative analysis of routing protocols with respect to QOS parameters using Xgraph /gnu-
plot for different load conditions.

6. Analyze HTTP Traffic using Wireshark.
7. Configure and use iptables.

B. Simulate simple SDN network.

9. Evaluate different QoS parameters through ns?.
10, Creating and set up a virtual LAN.

Evaluation Scheme:
Laboratory:
Continuous Assessment (TA):

Laboratory work will be based on PECOSMIT with minimum 06 experiments to be incorporated,
The distribution of marks for term work shall be as follows:

1. Performance in Experiments: 06 Marks
2. Journal Submisston; 05 Marks

4. Vive-vore: 05 Marks

4. Bubject Specific Lab Assignment /Case Study: 10 Marks

Thw finad certification and sceeptance of term work will be subject to satisfactory performance of
laberatory work and upon fulfilling minimum passing criteria in the term work.

End Semester Examination (ESE):

Oral/ Practical examination will be based on the entire syllabus including, the pract
during Inboratory sessions.




Programming Laboratory —1II

(Python)(PCCO5050L)

Practical Schoeme

Practical : M Hrs. weck
| ]

Credity

Examination Scheme

Teacher Assemment @ 50 Marks
End Sem Exam @ 25 Marks

Total : 7% Marks

Course Objectives:

1. To learn the basic and OOP concepts of Python.

2. To study various advance python concept like inheritance, exception handling, modules etc.

3. Learn to develop GUI based standalone and web application.

COs | Course Outcomes Blooms| Blooms
Level Description

CO1 | Understand basic and object-oriented] concepts, data strue- | L2 Understand
ture implementation in Pyvthon.

CO2 | Apply file, directory handling and text processing concepts | L3 Apply
in Python

CO3 | Apply database connectivity, client-server communication | L3 Apply
using Python.

CO4 | Apply various advance modules of Python for data analysis. | L3 Apply

CO5 | Develop Python-based application (web/Desktop) using | L3 Apply
django web framework, Thinter.




Course Contents

Unit-I Python Basics 12 Hrs.
Data types in python, Operators in python, Input and Output, Control statement, Armays in python,
String and Character in python, Functions, List and Tuples, Dictionaries Exception, Introduction to

OOP, Classes, Objects, Linked List, Stack, Queues, Inheritance.

Unit-11 Advanced Python 10 Hrs.
Building Modules, Packages: Python Collections Module, Opening and Reading Files and Folders,
Pwthon 05 Module, Python Datetime Module, Python Math and Random Modulbes,

Text Processing, Regular expression in Python.

Unit-I11 Python Integration Primer 10 Hrs.
Graphical User interface using Tkinter : Form designing.

Networking in Python: Client Server socket programming.

Python database connectivity: Data Definition Language (DDL), and Dats Mavipulation Lao-
guage (ML),

Emails with Python: Introduction to Enails with Python, Sending Emails with Python, Recoiving
Emails with Pytlon.

Unit-IV Python advance Modules 12 Hrs.
Numpy: Working with Numpy, Constructing Numpy arrays, Printing arcays, Arithmetic Operations

an Inatrix.,
OpenCV: Open CV - Installation, Sample code — Open CV.
Matplotlib: Matplotlib-Installation & Sample code, Bar Chart.

Pandas: Data Procesing, Pandas-Data structure, Pandas-Series data, Data Frames.

Unit-V Django Framework 12 Hrs.
Introduction to Django: Djange’s take on MVC: Model, View and Template, Installation and set
.

models. py, urls.py. views.py, Setting up database conmect ions,

Muanaging Usors & the Djange admin tool

Designing a good URL scheme, Generie Views.

Form clusses, Validation, Authentication, Advanced Forms processing teclinboees.

Django REST framework.




Text Books:
1. Dr. K. Mageswara Rao, "Core Python Programming”, Dreamtech Press,
2. James Payne, “Beginning Python: Using Python 2.6 and Python 3.17, Wirox publication.

3. E. Balagurusamy, “Introduction to computing and problem-solving using Python”, McGraw

Hill Education.

Reference Books:

1. “Learn Python the Hard Way”, 3™ Edition, (Zed Shaw's Hard Way Series).

2. Laura Cassell, Alan Gauld, *Python Projects", Wrox publication,
Digital Material:

1. “The Python Tutorial”, http://docs. python.org/release/3.0.1/tutorial /

2. htep:/ fapoken-tutorial org

. www staredusclutions.ong

4. https:/ feww tutorialspoint.comfpython findex. htm

40



List of Laboratory Experiments

14,

11.

12,

. Exploring basics of python lke data types (strings, list, armay, dictionaries, set, tuples) and

control statements.

. Creating functions, classes and objects using python.

- Menu driven program for data structure using built in function for link list, stack and queues,

Demonstrate exception handling.

. Pythom program to explore different types of Modules.

. Demonstrate File handling and Directories.

(a)} Python program to appeud data to existing file and then display the entire fle
(b} Python prograe to connt unmber of lnes, words and characters in a file.

(e} Python prograe to display file available in enerent divectory,
Make use of RE module to perform text processing.

Creating GUI with python containing widgets such as labels, textbox, radio, checkboxes and
custom dialog boves,

Program to demonstrate CRUD (create, read, update and delete) operations on database
(SQLite/ MySQL) using python.

Implementation of simple socket programming for message cxchange between server and client.
Make use of advance modules of Python like OpenCV, Matplotlib, NumPy.

Creating web application using Django web Framework to demonstrate functionality of user login

and registeation (also walidating uwser detail using regular expression].

Evaluation Scheme:
Laboratory:

Continuous Assessment (TA) 50 Marks:

Laboratory work will be based on PCOOSIS0L with minimum 10 experiments to be incorporated,

The distribution of murks for term work shall be as follows:

1

B

™

Performmnoe in Experimaents: 10 Marks
Journal Submission: 10 Marks
Viva-vooe; 10 Marks

Subiject Specific Lab Assigoment fCase Study: 30 Marks
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The final certification and acceptance of term work will be subject to satisfactory performance of

laboratory work and upen fulfilling minimum passing criteria in the term work.
End Semester Examination (ESE) 25 Marks:

Oral f Practical examination will be hased on the entive syllabus including, the practicals performed
during laboratory sessions.




Professional and Business Communication
(HMCO5060T)

#

Teaching Scheme Examination Schemeo
Lectures : (2 Hrs/week Teacher Assessment : 50 Marks
Credita : 02 Total Marks : 50 Marks

— e

Prerequisite: Basic course in Effcctive Communbcathon Skills.
Course Objectives:
1. To inculeate professional and ethical attitude at the workplace.
2, To enhance communicatbon and interpersonal skills.
3. To develop effective presentation skills.

4. To hone writben skills for technical documentation.

COs | Course Outcomes Blooms| Blooms
Level Diescription
01 FPlan, aorganlze and write technbcal documents like reports, | LG Create

proposals and research papers in the prescribed format using
appropriate language and style with an understanding of
edthies in written communication.

CO2 | Apply techoiques of writing resume, participating in a group | L3 Apply
discussion and facing intorviews,

CO | Develop interpersonal skills in professional and personal sit- | L2 Understand
untions.

O | Understand the documentation process of meetings and con- | LG Create
duct meetings in & professionsal manner.

CO5 | Understand communication across eultures and work ethics. | L3 Apply

CO6 | Design and deliver effective presentations using Power Point. | L3 Apply




Course Contents

Unit-1 Technical Writing 08 Hrs.
Report Writing: Types of report, parts of formal report, collection of data and survey analysis,
pre-writing of report, language and style in reports, formatting of reports, referencing in report.
Proposal Writing: Types of technical proposals, format of proposal, language and style, presenta-
tion of proposal.

Technical Paper Writing: parts of a technical paper, language and formatting, referencing in IEEE
format.

Plagiarism: Types of plagiarism, consequences of plagiarism.

Unit-11 Employment Skills 06 Hrs.
Group Discussion: Purpose of a GD, types of GD, criteria for evaluating a GD, Dos and Don'ts of
a G, Tips to be successful in GD.

Cover Letter & Resume Writing: Fonnat and content of cover letter, types of resume, structure,
comtent and formatting of resime,

Interview Skills: Types and modes of interview, Preparation for interview, Dos and Don'ts of in-

terview, frequently asked questions during interview,

Unit-1IT Introduction to Interpersonal Skills 05 Hrs.
Emotional Intelligence: Definition, difference between 10 and EQ, how to develop EQ.
Leadership: Types of leadership, leadership styles, case studies.

Team Building: Difference between group and team, importance of team work, strategies to be a
good team playver,

Time Management: Importance of time management, cultural views of time, 80/20 rule, time
wasters, setting priorities and goals.

Conflict Management: Types of conflicts, strategies to manage sonflict, case studies

Unit-IV Meetings and Documentation 02 Hrs.

Planning and preparation for meetings, strategies for conducting effective meetings, notice, agenda

and minutes of a meeting, business meeting etiquettes

Unit-V Cross-cultural communication and Ethics 03 Hrs.

Communication across cultures, professional and work ethics, responsible use of social media

Introduction to Intellectual Property Rights.

i



Unit-VI Presentation Skills 02 Hrs.
Presentation strategies, overcoming stage lear, techniques to prepare effective PowerPoint presenta-

tiomn.

Reference Books:

L.

2.

B.

9.

L.

Fred Luthans, “Organizational Behavior”, MeGraw Hill, Edition.
Lesiker and Petit, “Report Writing for Business™, McGraw Hill, Edition.

Huckin and Olsen, “Technical Writing and Professional Communication”, MeGraw Hill.

. Wallace and Masters, “Personal Development for Life and Work™, 12'% Edition, Thomson Learn-

ng.
Heta Murphy, “Effective Business Communication”, McGraw Hill, Edition.

Sharma R. C. and Krishna Mohan, “Business Correspondence and Report Writing™, Tata
MeGraw-Hill Education,

Ghosh, B. N., “Managing Soft Skills for Personality Development”, Tata McGraw Hill.
Bell, Smith, “Management Communication”, Wiley India Edition, 3™ Edition.
Dr. Alex, K., “Soft Skills", 8. Chand and Company.

Subramaniam R., “Professional Ethics”, Oxford University Press.

Evaluation Scheme:

Theory :
Continuous Assessment (A):

Continuous Assessment shall consist of Presentation, Group Discussion and Asgignments.

The distribution of marks will be as folloors:

L.

Preseptation: 10 Marks

2. Group Discussion: 10 Marks

o

Tota

List of Assignments (Each assignment carrics 06 marks);

2.

Acesigmments: 30 Marks

1: 50 Marks

Business Proposal (PowerPoint presentation)

Resume writing




3. Interpersonal Skills {documentation of activity)
4. Meetings and Documentation (Notice, Agenda, Minutes of Mock Meetings)
5. Business ethics

The final certilication and aceeptance of journal /mannal /report will be subject to satisfactory
performance of Continuous Assessment and upon fulfilling minimum passing eriteria in the
CA.




Semester Project - II1 (PJCO5070L)

Practical Schema Examination Scheme
Practical : 02 Hrs. /weck Teacher Assessment @ 25 Marks
Credit 3 | End Sem Exam © 25 Marks

Tatal : H0 Marks

Course Objective:

Students are expected to design, simulate/implement a project based on the knowledge acquired
from current semester subjects.

COs | Course Qutcomes Blooms| Blooms
Level | Description
CO1 | Conduct a survey of geveral available literatures in the pre- | L4 Analyze
ferred fald of study.
CO2 | Demonstrate various/alternate approaches to complete a | L2 Understand
projeet.
CO3 | Ensure a collaborative project environment by interacting | L3 Apply
and dividing project work among team membsers.
COd | Present their project work in the form of o technical report | L3 Apply
/ paper and thereby improve the technical communication
skill.
CO5 | Demonstrate the ability to work in teams and manage the | L2 Understand

conduct of the research study.




Semester Project:

The purpose of semester project is to provide exposure to students with a variety of projects based on
the knowledge acquired from the semester subjects. This activity is supposed to enrich their academic
experience and bring enough maturity in student while selecting the project. Students should take
this as an opportunity to develop skills in implementation, presentation and discussion of technical
ideas/topics. Therefore, proper attention shall be paid to the content of semester project report which
is being submitted in partial fulfllment of the requirements of the Second Year and it is imperative
that o standard format be prescribed for the report.

Each student shall work on project approved by departmental committes approved by the Head
of Department, a group of 03 to 05 students {max allowed: 5 students in extraordinary cases, subject
to the approval of the department committee and the Head of the department) shall be allotted for
each Semester Project. Each group shall submiit at least 3 topies for the Semester Project. The
departmental comimittee shall finalize one topic for every group, Semester Project Title or Theme
shiould be based on knowledge acquired during semester. The project work shall invoelve sufficient work

so that stwdents get acquainted with different aspeets of knowledge acquired from semestor snbjects.

Student is expected to

® Select appropriate project title based on acquired knowledge from current semester subjects.
* Maintain Log Book of weekly work done(Log Book Format will be as per Table 1).
* Report weekly to the project guide along with log book.

Assessment Criteria:

= At the end of the semester, after confirmation by the project guicle, each project group will
submit project completion report in prescribed format for assessment to the departmental com-

mitter {including project guide).

o Assmsment of the project (st the end of the semester) will be done by the departmental com-

mitter (inclnling project guide).

Prescribed project report guidelines:

Siee of reperct shodl be of minimum 25 pages. Project Roport should inclhade Bppropriate cotent for

o [ntroduction
o Literature Survey
s Related Theory

& [miplementation details
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¢ Project Outcomes
e Conclusion
¢ References

Assessment criteria for the departmental committee (including project guide) for Con-
tinuous Assessment:

Guide will monitor weekly progress and marks allocation will be as per Table 2.

Assessment criteria for the departmental committee (including project guide) for End
Semester Exam:

Departmental committee (including project guide) will evaluate project as per Table 3.

Table 1: Log Book Format

Sr Week (Start Date:End Date) Work Done Sign of Guide Sign of Coordinator

Table 2: Continuous Assessment Table

Sr | Exam | Name of | Student Log Book | Literature | Depth of Un- | Report Total
Seat Student Attendance | Maintenance | Review derstanding
No
b 5 5} 5 5 25

Table 3: Evaluation Table

Sr | Exam | Name of | Project Design/ Hardware/ | Result Ver- | Presentation| Total
Seat Student Selection | Simulation/ | Program- ification
No Logic ming
it 5 5 5 9 25
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Employability Skill Development Program-II
(HMCOS5080L)

Practical Scheme Examination Schema
Practical : 02 Hrs. fweek Teacher Assessment @ 50 Marks
Creit 01 Total ; 50 Marks

Prerequisites: Basic Mathematics, Basic knowledge of C programming

Course Objectives:
1. To enhance the problem solving skills with real life examplos.

2, To enable the students to express their thoughts and knowledge on various platforms,
3. Able to describe the basic database mansgement system.

4. Able to implement basic programming project using python.

Ca | Course Duleomes Blooms| Blooms
Lyl Description

COl | Analywe and solve the logical problem based on words, venn | L4 Annlyze
dingram ete,

CO2 | Understand nnd solve the English comprehension, Sentence | L2, L4 | Understand,
completion, Sentence Correction problems. Analyee

CO3 | Understand and lustrate the concept of Exception Han- | L2, L3 | Understand,
dling, Garbage collection. Apply

Ciod Understand and describe the fundamental of DBMS, NoSql, | L2 Understand
MongoDDB.
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Course Contents

Unit-I 10 Hrs.
Reasoning : Data sufficioncy, Logical Deductions, Logical Sequence of Wards, Logical Venn Diagrams,
Statement and Arguments, Statement and Assumptions, Statement and Conclusions Syllogism.
English: Heading Comprehension, Para Jumbles, Cloze Test, Tenses/ Voice/ Speech, Prepositions,
SVA/ Articles, Voeab [Verbal Analogy, Sentence completion, Sentence Correction.

Unit-11 10 Hrs.
Modules: Introduction, Importance of Modularity programming, Import keyward, User defined mod-
ules creation, Function based modules, Classes based modules, Connecting modules, *from’ keyword.
Files Handling: Reading file char by character, Reading file line by line, Modes of files, Writing into
file. Append data to a file, Reading CSV file, Pickling and Un pickling

Garbage collection: Introduction, Importance of manual GC, Self-referenced objects, ‘ge’ module,
Collect() method, Threshold function.

Unit III 08 Hrs.
Collections Framework: Introduction to collection of data types, Importance of Data processing,
D5 algorithms introduction.

List: Create s list, Adding elements, Deleting clesnents, Pro-defined functionality of List, Nested List,
Immutability and Mutability of List.

Set: The functionality of Set object, Frozen set, Dictionaries, Create a dictionary, Adding elements
Dict: Pre-defined functions of Dict class, Programs using Collection types

Unit IV 08 Hrs.

Tkinter: - GUI Types of Layouts , Create Labels and Display images, Create Buttons, Create
Events, StringVar class, Caleulator program using GUIL

Basic ML Al including Projects: Iterators, Nested functions, Generators, Closures. Decorators,
Basle ML and AL PIP, Visualization ete. .

Project Domain (Per domain 1 or 2 project)
# MLSAT Bassd Projects
o Data Analysis Based projects
o Test Snmmarization based projocts

o Web scrapping and erawling




Unit V 10 Hrs.
DBMS Using Python: Intreduction to Mysql, Mysgl — Python connectivity, DDL, DRL, DML,
Transsction management examples (rollback and commit), GUI -Database connectivity.

NoSql Using Python: Installation and Configuration, MongeDB Tooks, Collection and Documents,
CRUD and the MongoDB Shell, Introduction to CRUD, Introduction to the MongoDB APL Creating
a Database, Collection amd Documents.

Data Modelling and Schema Design: MongoDB Database References Model Tree Structures,
MongoDB Analysing Queries, Atomic Operations, Map Reduce, Text Search, Regular Expression,
Capped Collections Administratbon MongoDB Deployment and Cluster setup, MongoDB GridFs,
Trident Spout, Working with Replica Sets, MongoDBE Sharding.

Reference Books:

1. Dr. R. 8. Aggarwal, “Cuantitative Aptitude for Competitive Examinations”, 5. Chand Publi-
AT
2. M. G. Venkateshmurthy, “Programming Techniques through C", Pearson Publication.

3. Behrouz Forouzan, “A Computer Science Structure Programming Approaches using O, Cen-
gage Learming,

4. Ynsbwnnt Kanetlar, “Let Us C", BPE Publication.

Evaluation Scheme:
Teacher Assessment|TA):

Tencher's Assessment [TA) will carry weightage of 50 marks, The components of TA and the distri-
butkan of marks for term work shisll be as follows:

1. MOCQ Test based on Aptitude: 20 Marks
2. MOQ Test based on Programming skills: 30 Marks
3. Total Marks: 50 Marks

Any other component recommended by BOS and approved by Dean Acsdemics,
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Software Engineering (PCCO6010T)

Teaching Scheme Examination Scheme
Lectures © 03 Hrs. /weck Term Test : 15 Marks
Creclies ¢ 03 Teacher Assessment @ 20 Marks

End Sem Exam : 65 Marks
Toatal Marks : 100 Marks

Prerequisites:
1. Concepis of Object Oriented Programming & Methodology.

2. Knowledge of developing applications with front end & back end connectivity.

Course D‘bjECti"-’Et To provide the knowledge of Standard Software Engineering discipline.

C0s | Course Outcomes Blooms| Blooms
Level | Description

Ol | Understand and Demonstrate basic knowledge in Software | L2 Understand
Engineering,

CO2 | Identify requirements, analyse, design and develop the soft- | L3 Apply

| veare projects,

CO3 | Plan, schedule and track the progress of the projects. L3 Apply

CO4 | Ideutify risks, wanage the configuration and duge o soft- | L3 Apply
ware,

CO5 | Apply testing principles on software projects. L3 Apply

CO8 | Apply latest tools and techniques on software projects. L3 Apply




Course Contents

Unit I 10 Hrs.
Introduction to Software Engineering and Process Models: Nature of Software, Software
Engineering, Software Process, MM, Generic Process Model,

Prescriptive Process Models: The Waterfall Model, V Model,

Incremental Process Model: Ineremental Model.

Evolutionary Process Models: Prototyping Paradigm, The Spiral Model,

Concurrent Process Models: Concurrent Process Model.

The Unified Process

Agile Methodology: Agility Principals, Agile Process Models: Extreme Programming (XP), Adagp-
tive Software Development (ASD), Dynamic Systems Development Method (DSDM), Serum, Crystal,
Feature Driven Development (FDD}, Agile Modeling (AM), Kanban Model.

Unit 11 08 Hrs.

Requirement Analysis and Project Estimation: Requirement Elicitation, Software Require-
ment Specification (SRS).

Requirement Models: Scenario Based Models, Class Based Models, Dehavioural Models and Flow
Mloscleds.

Software Project Estimation: LOC, FP, Empirical Estimation Models COCOMO 1, COCOMO
I, Specialized Estimation Technigues.

Unit ITI 06 Hrs.

Design Engineering and Analysis: Design Principles, Design Concepts, Effective Modular Diesign-
Cohesion and Coupling.

Translating the requirement models into the design model.
Designs: Architectural Design, Component. Level Design, User Interface Dhstign

Unit IV 04 Hrs.

Project Scheduling and Control: Management Spectrum, 3Ps, Process and Project Metrics.

Scheduling: Work Breakdown Structure, Network Diagram, Gantt Chart.
Unit V 05 Hrs.

Software Risk: Risk Identification, Risk Assessment, Risk Projection, Risk Refinenent, RMMM

Plan.

andd Version Control,




Unit VI 06 Hrs.
Software Testing Fundamentals: Strategic Approach to Software Testing, Unit Testing, Integra-
tion Testing, Verification, Validation Testing, Systewn Teating, Test Strategies for WebApps.
Software Testing Techniques: White Box Testing, Basis Path Testing, Control Structure Testing
aand Black Box Testing, TDD

Unit VII 03 Hrs.
Latest Trends in Software Development Engineering
DevOps: DevOps Toolehain, DevOps Architecture {e.g. Docker), DevOps for Deployment.

Text Books:

1. Roger Pressman, “Software Engincering: A Practitioner’s Approach”, 7** Edition, MeGraw-Hill

Publications.
2. lan Sommerville, “Software Engineering”, 9" Edition, Pearson Education.

3. Ali Behfrooz and Fredeick J. Hudson, “Software Engineering Fundamentals”, Oxford University

Prross,
Reference Books:

1. Ugrasen Suman, “Software Enginesring-Concepts and Practiess”, 2™¢ Edition, Cengage Leari-

ing.
2. Pankaj Julote, “An Integrated Approach to Software Engineering”, 39 Edition, Springer /Marosa.
3. Jibitesh Mishra and Ashok Mohanty, “Software Engineering”, 1** Edition, Pearson.
4. Rajib Mall, “Fundamentals of Software Engineering”, 4" Edition, Prentice Hall India.

5. Du Zhang and P. Tsal, “Machine Learning Applications in Software Engineering”, Vol. 16, 1**
Editien, Werld Scientific,

Ewvaluation Scheme:

Theory :

Continuous Assessment (A):

Subject teacher will declare Teacher Assessment eritoria at the start of semester.,
Continuous Assessment (B):

Conduction of Terim Test

The two Term Tests of 15 marks will be conducted under Contimuons / ) out of which

bt performmnes among the two Teri Tests will be consickered.

T



Term Test (T'T) (for 15 Marks)
Best of Two (TT-1/TT-2)

End Semester Examination (C):
L. Question paper based on the entire syllabus, summing up to 65 marks.

2. Total duration allotted for writing the paper is 3 hrs.




Software Engineering Laboratory
(PCCO6010L)

Practical Scheme Exzamination Scheme
Practical : 02 Hrs. /week Teacher Assessment : 25 Marks
Credic & 01 Fnd Sem Exam : 25 Marks

Total : 50 Marks

Course Objectives:

1. To impart state-of-the-art knowledge on Software Engineering in an interactive manner through
the Web.

2. Present case studies Lo demonstrate practical applications of different concepls

4. Provide a scope to students where they can solve small, real life problems.

S—
| COs | Course Duteomes Blooms| Blooms
Level | Description

COLl | Can produce the requirements and use cases the elient wants | L3 Apply
for the software being produced.

CO2 | Pasticipate in drawing up the project plan, The plan will | L1 Remernbser
include at Jeast extent and work assessments of the project,
the schedule, available resources, s risk management ean
meacdel and specify the requirements of miicl-range software
and their architecture,

CO3 | Create and specify such a software design based on the | LG Create

requirctuent specification that the soltware can be aple
mente] based on the design.

CO4 | Can assess the extent and costs of a project with the help | L5 Evaluate
of several different assessament methods,




List of Laboratory Experiments
e e — e

Suggested List of Experiments:

1. Prepare detailed statement of problem for the selected / allotted mini project and identify

suitabile process model for the same with justification.

2. Develop Soltware Requireiment Specification (SRS) document in IEEE format for the project.
3. Use project management tool to prepare schedule for the project.

4. Prepare RMMM plan for the project.

5. Ldentify scenarios & develop UML Use case and Class Diagram for the project.
G. Draw DFD {upto 2 levels) and prepare Data Dictionary for the project.

7. Develop Activity / State Transition diagram for the project.

8. Develop Sequence and Collaboration diagram for the project,

9. Change specification and make different vorsions nsing any SCM Toal,
1. Develop test cases for the project using testing technigues.

1. Experiment on DevOps application.

Any other practical covering the syllabus topics and subtopics can be conducted.

Evaluation Scheme:

Laboratory:

Continuous Assessment (TA):

Laboratary work will be based on PCCOG0LOT with minimum 10 experiments to be incorporated.

The distribution of marks for term work shall be as follows:
I. Performance in Experiments; 05 Marks
2, Joural Submission; 05 Marks
4. Vivevoem 06 Marks
4. Subject Specific Lab Assignment /Case Study: 10 Marks

The final certification and acceptance of term work will be subject to satislctory performanee of
Lboratory work sl upon flfilliug mivisnnn passing criteria in e tern work.

End Semester Examination (ESE):

o
Oral/ Practical examination will be based on the entire syllabus i|1r_'lun:!ilnﬁ?§jmw erforimed
during labovatory sessions.



Advanced Algorithms (PCCO6020T)

#

Teaching Scheme Examination Seheme
Lectures : 03 Hrs. /week Term Test : 15 Marks
Credits : 03 Teacher Assessment ;20 Marks

End Sem Exam : 65 Marks
Total Marks : 100 Marks
_—___——

Prerequisite: Concepts of Data structures, Discrete Mathematics and Analysis of Algorithm.

Course Objective: To provide conceptual and practical knowledge of Advanced Algorithim.

COs | Course Qutcomes Blooms| Blooms
Level | Description
COl Analyze the chosen algorithm. LA Analyze
002 | Choose approprinte data structure and algorithm for given | L3 Apply
problem statement,
CO3 | Design the algorithm. Li Create




Course Contents

Unit-1 Analysis of Algorithm Based on Time 06 Hrs.
Asymptotic notations: Omega, Theta, Big-O, Small-o, small Omega and Tilde.

Amortized Analysis: Aggregate Method, Accounting Method, Potential Method, Beyond worse-
case analysis, Dynamic tables and its amortized analysis, RAM model analysis of algorithm,

Unit-11 Probabilistic and Randomized Algorithm 06 Hrs.
Probabilistic approsch to algorithm and Randemized Analysis, Indicator Random Variable (TRV),
Randomized Quick Sort, Analysis of Hifing Problem (Flipped Classroom: Analysis of Birthday Paras
dox Problem, Bins and Balls Problem using IRV), Numerical Probabilistic algorithms with example,
Las Vegas and Monte Carlo algorithm, Game theoretic randomized algorithm techniques (Tie-Tae-
Toe)

Unit-111 Advanced Data Structures 12 Hrs.
Balanced Search Trees: Red-Black Tree, Randomized BST, Tango Tree.

Heap and Operations: Binomial Tree, Binominl Heap,

Spatial Data Structure: KD Tree, R Tree (Flipped Classroom: R* Tree).

Probabilistic Data Structure: Loglog and HyperLogLog, MinHash with Data mining context.
(Flipped Classroom: Count-Min Sketch with Data mining context)

Unit-IV Graph Based Algorithms 06 Hrs.
Flow Network Introduction: Residual Network, Augmenting Path, Ford-Fulkerson Method, Edmonds-
Karp Method, Push-Relable Algorithm (Flipped Classroom: Ralable to Front algorithm.

Bipartite Mateching: Maximum Bipartite Matching, Weighted Bipartite Matching, Weighted Mon-
Ripartite Matching (Edmonds algorithm).

Max Flow Min Cut

Unit-V 06 Hrs.

Computational Geometry: Line Scgment Propertios, Convex Hull Graluun's scan algorithm, De-
termining whether any pair of segments intersects, Finding the closest pair of pointa, {Flipped Class-
room: Conie Programming).

Geometric Searching: Point Loeation in polvgon using May Crossing.

Online Algorithims: River Search Problem, Competitive Ratio, K-Sorver (Flipped Classroom: List

necesing, Paging).




Unit-VI 06 Hrs.
Algorithm Classes: P, NP, NP Hardness and NP Completeness

Np Completeness Proofs: Satisfiability[3 sat), Reducibility, TSP (Flipped Classroom: Sum of
Subsets).

Approximation Algorithms: Vertex Cover Problem, Travelling SalesPerson problem.

Network Approximation: Randomized Rounding, Primal Dual algorithms.

Randomized Classes: RP, BPP, ZPP (Adleman's theorem).

Special Topic: Turing Machine Halting Problem (time and space bounds, nondeterminism), Diag-
onslization problem.

Text Books:

1. Thomas H Cormen, Charles E. Leiserson, Ronald L Rivest, Clifford Stein, “Introduction to
Algorithms", 3™ Edition.

2. 5. Sridhar, “Design and analysis of algorithms”, 1** Edition, Oxford.

3. Horowits, Sahani and Rajsekaran, “Fundamentals of Computer Algorithms", 2™ Edition, Gal-

gotia,
4. Harsh Bhasin, "Algorithms Design and Analysis", 1*' Edition, Oxford, 2015.
Reference Books:

1. Hajeey Motwani, Prabhakar Raghavan, “Randomized Algorithm®, 1** Edition, Cambridge Uni-

versity.
2. 5. K. Basu, “Design Methods and Analysis of Algorithm®, 2™ Edition PHL
3. Vijay V. Vajirani, “Approximation Algorithms”, 1** Edition, Springer.
4. “Computational Complexity”, Stanford University.

Evaluation Scheme:

Theory :

Continuous Assessment (A):

Subject teacher will declare Teacher Assessiment criteria at the start of semester.

Continuous Assessment (B):

Conduction of Term Test

The two Term Tests of 15 marks will be conducted under Continuous Assessment(CA) out of which

biesit performance among the two Term Tests will be considered.

Term Test (TT) (for 15 Marks)
Best of Two (TT-1/TT-2)




End Semester Examination [T
1. Question paper based on the entire syllabus, summing up to 65 marks.

2. Total duration allotted for writing the paper s 3 hrs.

il



Advanced Algorithms Laboratory
(PCCO6020L)

#

Practical Schems Examination Scheme
Practicnl : (2 Hrs. /week Teacher Assessment ; 25 Morks
Credit ¢ 01 End Som Exum : 25 Marks

Total : 50 Marks

e —

Course Objective: To provide practical knowledge to design implementable solution.

[ COs [ Course ODutcomes Blooms| Blooms
Level | Description
C01 | Analyze performance of algorithm. L4 Analyze
C02 | Apply approprinte algorithm along with required advance | L3 Apply
data structures to design solution of algorithm,

G2




List of Laboratory Experiments

Suggested List of Experiments:
1. Experiment on Amortized Analysis,
2, Experiment on Randomized Algorithms (Randomized Quick Sort).
3. Experiment on Advanced Data Structure (Red-black Tree Operations).

4. Experiment on Graph Based Algorithms (Ford Fulkerson Method),

-_:.1

Experiment on Online Algorithms (K-Server algorithm).

6. Students need to select the problem statement of relevance and provide the implementable
solution by selecting appropriate Advanced Data structure and Advanced Algorithm,

7. Also perform Analysis of the same.

Any other practical covering the syllabus topics and subtopics can be conducted,

Evaluation Scheme:

Laboratory:

Continuous Assessment (TA):

Laboratory work will be based on PCCOG020T with minimum 06 experiments to be incorporated,

The distribution of marks for term work shall be as follows:
l. Performance in Experiments: 05 Marks
2. Journal Submission: 05 Marks
3. Viva=voce: 05 Marks
4, Subjort Specific Lab Assignment /Case Stady: 10 Marks

The final certification and acecptanee of term work will be subject to satisfactory performance of
laboratery work and wpon [ullilling minimum passing criteria in the term work.

End Semester Examination (ESE):

Oral/ Practical examination will be based on the entive svllnbus inchuding, the practicals performed

during laboratory sessions.




Information Security (PCCO6030T)

Teaching Scheme Examination Scheme
Lectures : 03 Hes, fweek Term Test : 15 Marks
Credits ;03 Teacher Assessment ; 20 Marks

End Sem Exam @ 65 Marks
Total Marks : 100 Marks

R — ———— ]

PT'EI"E‘{];UiSit-E: Knowledge of Programming Basics and Computer Network.

Course Objectives:

1. To introduce classical encryption techniques and concepts of modular arithmetic and number
theory,

2. To explore the working principles and wtilities of symmetric eryptographic algorithms.

3. To distinguish symmetric and asymmetrie cryptography and explore the working principles and
utilities of asymmetric cryptographic algorithms,

4. To understand data integrity and explore the design issues and working principles of variows
authentication protocols, PEI standards and various secure commnunication standards,

&, To understand network: and svstem attacks and develop utility progriuns for secure commini-
cation.

. To explore Software valnerability and develop and apply preventive measures.

COs | Course Dutcomes _ Blooms| Blooms
Level Description
cOl Understand system security goals and concepts, classical en- | L2 Understand

eryplion techniques and acquire fundamental knowledge on
the concepts of modular arithmetic and number theory.

CO2 | Usderstand, compare and apply different cueryption and de- | L2, L2, | Understand,
cryption technigques to solve problems related to confiden- | LS Compare,
tinlity and authentication. Apply

CO3 | Apply the knowledge of eryptographie checksums aml eval- | L3, L5 Apply, Evalu-
uate the performance of different messayge digest algorvithms ate
for verifying the |I:I|'-'L!.'|-'.I'it-l‘|' ixf VEEVIIE fessage Sides,

CO4 | Apply different digital signature algorithins to achieve ag- | L3 Apply
thentication and design seeure applications.

CO5 | Understand network security basics, analyze different at- | L2, L4 Understand,
tacks on networks and systems, Analyze

CO6 | Understand Software vulnerability and Apply preventive | L2, L3 | Understand,
MICasINes. Apply

il




Course Contents

Unit-I Introduction and Number Theory 07 Hrs.
Services, Mechanisms and attacks-the OS] security architecture-Network security model classical En-
cryption techniques (Symmetric cipher models, substitution techniques, transposition Technigues),
Number theory Groups, Rings, Fields-Modular arithmetic-Enelid's algorithin-Finite fields-Polynomial
Arithmetic -Prime numbers-Fermat's and Euler's theorem, Chinese Remainder theorem.

Unit-II Symmetric Cryptography 07 Hrs.
Block cipher principles block cipher modes of operation, Simplificd Data Encryption Standard (DES),
DES, Double DES, Triple DES, Simplified Advanced Encryption Standard (S-AES), AES- Blowfish,
IDEA.

Unit-I1I Asymmetric Cryptography 08 Hrs.
Symmetric vs. Asymmetric Cryptography, Principles of public key eryptogystems, and Essential Num-
ber Theory for Public-Key Algorithm: Euclidean algorithm, Extended Evclidean Algorithm, Euiler's
Phi Funetion, Fermat's Little Theorem and Euiler's Theorem. The RSA algorithm, Key management,

Diffie Hellwan Key exchange, Eliptic curve arithetic, Ediptic curve eryptography.

Unit-IV Integrity, Authentication and Digital Certificates 07 Hrs.
Cryptographic hash functions, Properties of secure hash function, MD5, SHA-1, MAC, HMAC,
CMAC. User Authentication and Entity Authentication, One-way and mutual authentication schemes,
Newdham Schroeder Authentication protocol, Kerberos Authentleation protocol. RSA Signature
Schewes, Elgamal Digital Siguatures, Digital Siguature Algorithm, Digital Certificate: X.509, PKL.

Unit-V Network Security 08 Hrs.
Network security basicss TCP/IP vulnerahilities (Layer wise), Packet Suiffing, ARP spocfing, port
scanning. IP spooting, TCP SYN flood, DNS Spoofing. Denial of Service: Classic DS attacks, Sonree
Address spoofing, ICMP Aood, SYN flood, UDP flood, Distributed Denial of Service, Defenses against
Denial-ol-Service Attacks. Internet Security Protocols: 55L, IPSEC. Secure Email: PGP, Firewalls,
IS and types, Honey pots, Case Sty on Network Security.

Unit-VI Software Security 05 Hrs.
Seltware Vilnerabilities: Bulfer Overflow, Salami Attack, Formal string, cross-site scripting, S0L

1o Secwred

injection, Malware: Viruses, Worns, Trojans, Logic Bomb, Bots, Rootkits [“L._]!l.‘ﬂ-ﬂ
o

Soltware Development Life Cyele. | Case Study on Software Security.

B



Text Books:

1. William Stallings, “Cryptography and Network Security Principles and Practice”, 7*P Edition,

Pearson Education, June 2017,

2. Behrowz A. Forouzan, “Cryptography & Network Security”, 1%% Edition, Tata Me-Graw Hill,
AT,

Reference Books:

I Bruce Schoeier, “Applied Cryptography, Protocols Algorithms and Source Code in €, 274
Edition Wiley.

2. Charles Plieeger, Shari Lawrence Plleeger & Jonathan Margulies, “Security in Computing”, 5"
Edition, Prentice Hall.

3. Michael Howard, Steve Lipner, “The Security Development Life Cyele®, 1** Edition, Microsoft

Press,

Evaluation Scheme:

Theory :

Continuous Assessment (A):

Subject tencher will declare Teacher Assessment criteria at the start of semester.
Continuous Assessment (B): Conduetion of Term Test

The twa Term Tests of 15 marks will be conducted under Continwous Assessinent{CA) out of which
best performance among the two Term Tests will be considered.

Term Test (TT) (for 15 Marks)
Best of Two (TT-1/TT-2)

End Semester Examination (C):
L. Question paper based on the entive syllabus, summing up to 65 marks.

2. Total duration allotted for writing the paper is 3 hrs,




Information Security Laboratory
(PCCO6030L)

Practical Scheme Examination Scheme
Practical ! 02 Hrs,/week Teacher Assessment : 25 Marks
Credit @ 01 End Sem Exam @ 25 Marks

Total : 50 Marks

Course Objectives:

L. Implement Encryplion and Decryption algorithms and apply different attacks.
Implement RSA Cryptosystem using RSA Algorithm,

Demonstrate the data integrity using various eryptographic algorithms ke MD-5, SHA-1

e 22 B

Use packet sniffer tools and capture ICMP, TCP and hitp packets in promiscuous mode.

_|:||

Implement Network Intrusion Detection System using SNORT and IPTABLE.

C0s | Course Qutcomes Blooms| Blooms
Level Description
CO1 | Apply the eryptographie algorithms for data communiea- | L3 Apply
tion,

CO2 | Demonstrate the data integrity using various eryptographic | L2, L3 | Understand,

algorithms. Apply
CO3 | Implement Digital signature for secure data transmission. LG Create
U4 | Utilize the different open source tools for network security | L3 Apply

and analysiy

CO5F | Demonstrate Network Intrusion Detection using network se- | L2, L3 | Understand,
curity tool. Apply




List of Laboratory Experiments

Sugpested List of Experiments:

1.

9.

L.

L1.

Design and Implement Coesar cipher cryptographic algorithm by considering letter [A..Z] and
digits |0..9]. Apply Brute Force Attack to reveal secret.

- Design and Implement Encryption and Decryption algorithm using Simple Columnar Transpo-

sition eipher technique. Study how dictionary attack can be applied on it.

- Design and Tmplement your “own” cipher combining “Substitution™ and “Transposition” tech-

nibes,

4. Implement RSA Cryptosystem using RSA Algorithm / Implement Elliptical Curve Digital Sig-

nature Algorithm (ECDSA).

- Demonstrate the data integrity using various cryptographic algorithms viz. MD-5, SHA-1 using

VLAB, IIT Bombay.

- Implement registration webpage asking for information along with the password (Strong enough).

Store the password in database in enerypted form after adding few salt characters in the pass-
word. Verify the strength of password and perform analyses using various attack.

Study the use of network reconnaissance tools like WHOIS, dig, traceroute, nslookup to gather
information about networks and domain registrans,

Study of packet sniffer tools wireshark : Download and install wireshark and capture temp,

tep, and http packets in promiscuous mode. Explore how the packets can be traced based on
different flters.

Implementation of Network Intrusion Detection Svstem using SNORT and IPTABLE.
Implemsent D05 Attack using HPing, Hpingd and other tools.

Implesent Buffer Overflow Ateack using Ollydby, Splint, Cpprheck.

Any other experiment bised on syllabus may be included, which woukl Tnelpy thae lewrmer to understand

tapic fconcept.

Evaluation Scheme:

Laboratory:

Continuous Assesament (TA):

Laboratory work will be based on PCCOGI30T with minimum 07 cxperiments, 1 Power Polnt Pre-

shall be as Folbows:

ff marks for torm work



1. Performance in Experiments: 05 Marks

2. Journal Submission: 05 Marks

3. Viva-voce: 05 Marks

4. Subject Specific Lab Assignment /Case Stady: 10 Marks

The final certification and acceptance of term work will be subject o satisfactory performance of
laboratory work and upon fulfilling minimuwm passing criteria in the terin work.

End Semester Examination (ESE):

Oralf Practical examination will be based on the entire syllabus including, the practicals performed
during laboratory sessions.

GE



Big Data Infrastructure (PECO6041T)

Teaching Scheme Examination Scheme
Lectures : 03 Hrs fweek Term Test : 15 Marks
Credits ¢ 03 Tepcher Assessment @ 20 Marks

End Sem Exam : 65 Marks
Total Marks : 100 Marks

#

Prerequisites: Databases, Python, Java, R, Limux OS.

Course Objectives:
1. To define big data salutions for business intelligence.
2. To analyse business case studies for big datn analyties.
3. To develop map-reduce annlytics using Hadoop and related tools.
4. To perform data storsge and management using NoSqL.

5. To perform realtime analysis on streaming data.

C0s | Course Outeomes Blooms| Blooms
Lewvel Description

CO1 | Describe big data and use cases from solected business do- | L1 Remember
mains,

C02 | Perform map-reduce anslytics using Hadoop. L3 Apply

©03 | Use Hadoop related tools such ns HBase, Cassandra, Pig, | L3 Apply
and Hive for big data Analytics.

C04 | Build snd maintain pelisble, scalable, distributed systems | L3 Apply
using Apache Spark,

CO5 | Design and build MongoDB based Big data Applications | LG Create
and learn MongoDB query langusge.

CO6 | Use streaming tools for real time analysis of bigdata. L3 Apply




Course Contents

Unit-I Introduction to Big Data and Hadoop 02 Hrs.
Intresduction to Big Data, Distributed file system, Big Data characteristics, Drivers, types of Big Data,
Traditional vs. Big Data business approach, Case Study of Big Data Solutions, Digdata Applications,

Socictal amd Ethical ssues sssociated with the use of big data analytics, The key privacy issues.

Unit-11 Introduction to Hadoop and Hadoop Architecture 08 Hrs.
Big Data: Apache Hadoop & Hadoop EcoSystem.

Moving Data in and out of Hadoop: Understanding inputs and outputs of MapReduce Concept
of Hadoop,

HDFS Commanids

MApReduce: The Map Tasks, Grouping by Key, The Reduce Tasks, Combiners, Details of MapRe-
duce Execution

Unit-1I1I HDFS, Hive and HiveQL, HBase 12 Hrs.
HDFS: Overview, Installation and Shell, Jova API

Hive Architecture and Installation, Comparison with Traditional Database, HiveQL Querving Data,
Sorting And Apgregating.

Map Reduce Scripts, Joins & Sub queries,

HBase concepts, Advanced Usage, Schema Design, Advwance Indexing, PIG- Grunt - pig data model
- Pig Latin - developing and testing Pig Latin scripts,

Zookeeper, how it helps in monitoring a cluster.

Build Applications with Zookeeper and HBase.

Unit-IV SPARK 06 Hrs.

Introduction to Data Analysis with Spark, Downloading Spark and Cetting Started, Programming
with RDDw, Machine Learniog with MLEL.

Unit-V NoSQL 08 Hrs.
Types of NoSQL databases. Why NoSQL?, Advantages of NoSQL, Use of NoSQL in Industry. SQL
va NoSCL

Introduetion to MongoDB key features: Core Server tools, MongoDR through the JawnSeript's

Shell, Cresting and Querying through Indeses, Document-Oriented, principles of scwana design, Con-

structing queries on Databases, collections amnd Documents , Mo

: Language.
g
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Unit-VI Processing of Real Time Data and Streaming Data 06 Hrs.
Data Streams: Introduction and Ingestion, Kafka, Storm & Storm Assignment, Spark Streaming,

Text Books:
1. Chris Eaton, Dirk derocs et al., “Understanding Big data”, 1** Edition, MeGraw Hill,

2. Kyle Banker, Piter Bakkum, Shaun Verch, “MongeDDB in Action”, 279 Edition. Dream tech

Press.

3. Balaswamy Vaddeman, “Beginning Apache Pig-Big Data Processing Made Easy®, 1*' Edition,
Apress.

4. Tom White, “*Hadoop: The Definitive Guide”, 379 Edition, O'Reilley, 2012.

3. Eric Summar, “Hadoop Operations”, 1*! Edition, Reilly, 2012.
Reference Books:

1. Paul Zikopoules, Chris Eaton, Dirk DeRoos, Tom Deatsch, George Lapis, “Understanding Big

Data: Analytics for Enterprise Class Hadoop and streaming Data”, The MceGraw-Hill Compa-
nies, W13,

2. Vignesh Prajapati, “Big data analytics with R and Hadoop®, 15 Edition, Packt Publishing,
S5PD 2013.

4. E. Capriolo, D. Wampler, and J. Rutherglen, “Programming Hive”, 1** Edition, O'Reilley, 2012,
4. Alan Gates, “Programming Pig”, 1** Edition, O'Reilley, 2011.

Evaluation Scheme:

Theory :

Continuous Assessment (A):

Subject teacher will declare Teacher Assessment criteria at the start of semester.

Continuous Assessment (B):

Conduction of Term Test

The two Torm Tests of 15 marks will be conducted under Coutinuos Assessaent{CA) out of which

best performance among the two Term Tests will be considered.

Term Test (TT) (for 15 Marks)
Best of Two (TT-1/TT-2)

End Semester Examination (C):
. Quistion paper based on the entire syllabus, simming up to 65 marks. /{:@:”r

r-{:""

2. Total duration alloteed for writing the paper is 3 lis.

x



Big Data Infrastructure Laboratory
(PECO6041L)

e e

Practical Scheme Examination Scheme
Practical : 02 Hrs. /weck Tenchier Assessment @ 25 Marks
Credit  : 01 End Sem Exam : 25 Marks

Total = 50 Marks

[ e e eSS e

Course Objectives:

1. Demonstrate the knowledge of big data analytics,
2. Implement different file management task in Hadoop.
3. Analyvee and perform different operations on data using Hive amd Pig.

4. To perform realtime analysis on stresming data-

COs | Course Outcomes Blooms| Blooms
Level Description
C01 | Set up single node Hadoop Clusters. L3 Apply
02 Design MapReduce program to analyze structured or un- | LG Create
structured data,
CO3 | Set up and data analysis with Spark. L3 Apply
0 Analvee real time data with Kafln and Spark Streaming. Ld Analyze

T3



List of Laboratory Experiments

e EEE——

Suggested List of Experiments:

L,

Installation of Hadoop on a single node cluster.
Execution OF HRFS Commands.

Execution of MapReduce program for sorting of numbers and counting word eccurrences in a
text file.

+ Execute HIVE commands to load, insert, retrieve, update, or delete data in the tables.

Execute PIG built in commands and rum pig seripts on HDFS.

Installation and Configuration of Apache Spark.

+ Execution of ML algorithms using Apache Spark Mlib,

Perform CRUD Operations using Mongodb,
Rend streaming data using Kafks.

Perform Twitter Sentiment analysis usinfg Spark Streaming

Evaluation Scheme:

Laboratory:

Continuous Assessment (TA):

Laboratory work will be based on PECOGMIT with minimum 06 experiments along with & mini
project to be incorporated. The distribution of marks for term work shall be as follows:

2,

.

Performance in Experiments: 05 Marks
Journal Submission: 05 Marks

Vien-voce: 06 Morks

- Subject Specific Lab Assignment /Case Study: 10 Marks

The final certification and ncceptance of term work will be subject to satisfactory performance of

laboratory work and upon fulfilling mintmum passing criteria in the term work.
End Semester Examination (ESE):

Oral/ Practical examination will be based on the entire syllabus including, the practicals performed
during Inhoratory sessions.

7d




Internet of Things (PECO6042T)
e R e e,

Teaching Scheme Examination Scheme
Lectures : 03 Hrs. fweek Term Test : 15 Marks
Credits  : 03 Teacher Assessment @ 20 Marks

End Sem Exam @ 65 Marks
Total Marks ; 100 Marks

=

Prurﬂquiﬂite: Basics of python programming, Computer Motworks.

Course Objectives:
L. Provide an overview of concepts, trends and challenges of Internet of Things.
Impart the knowlsdge of sensors and embedded systems.
Deseribe IoT deplovment levels and 20 technologies
Focilitate use of hardware and software technologies related to Internet of Things.

Provide the knowledge of IoT communication models and protocols.

B R e WM

Develop skills to relate the IoT technologies for practical ToT applications

COs | Course Outeomes Blooms| Blooms
Level | Deseription

COL | Comprehend the Internet of Things concepts and imvestigate | L2 Undergtind
the challenges,

CO2 | Gain knowledge of sensors and embedded systoms. L2 Understand

CO3 | Develop and deploy IoT system prototype with enhanced | L3 Apply
IoT Technologies.

CO4 | Get hand-on exposure to different IoT processors and con- | L3 Apply
trollers.

COB6 | Use IoT communication models and protocols. L3 Apply

CO6 | Design and develop small 1oT applications to create smart | L3 Apnply
objecta.

75




Course Contents

Unit-I Introduction to WSN and IoT 04 Hrs,
Introduction to W3N and its Technologies, Architecture and characteristics of WAN, Scalability issues
and challenges of a Wireless Sensor Network, Introduction to Internet of Things, Characteristies and
applications of [oT, 0T Reference Model, Security issues in the loT, Disambiguation of IoT vs [oE
vi M2M vs others.

Unit-1I Transducers, Sensors and Actuators 05 Hrs.
Introduction and elassification of Transducers, Sensors and Actnators, Types of Sensors: Motion
Detectors, Occupancy Detectors, Force Sensors, Strain Sensors, Tactile sensors, Pressure sensors,
Chemical sensors, Tempernture Sensors ete. Types of Actuators, Solenoid, Voice Coil, DO Motor, AC
Motor and Stepper motor, Embedded systems: Characteristics of Embedded Systems.

Unit-11I Introduction to Arduino and Raspberry Pi 08 Hrs.

Pin coufiguration aud architecture, Deviee and platforin features, Coucept of digital sud aualog ports,
Familiarizing with Arduino Interfacing Board and its types, Introduction to Embedded C and Arduino
platform.

Introduction to Raspberry Pi, Comparison of vartous Rpi Models, Understanding SoC architecture
and SoCs used in Raspberry Pi, Pin Description of Raspberry Pi, On-board components of Rpi.

Unit-IV IoT Model and Protocols 10 Hrs.
loT Levels & Deployment Templates, IoT Level 1, IoT Level 2, IoT Level 3, IoT Level 4, IoT Level 5.
[T Leweld B, M2M, Various operating systems, Tiny08, Coutiki 0%, MANTIS, Protocol Classification,
MQTT, XMPP, DDS, AMQP, COAP, REST, IPv, 6LoWPAN, Comparison of protocols.

loT” Routing Protocols, Data-centric and Flat-Architecture Protocols, Flooding, Gossiping, Sensor
Protocols for Information via Negotintion (SPIN), SPIN PP, SPIN EC { Energy Conserve), SPIN BC,
Hierarchical Protocols, LEACH, QoS-Based Protocoks.

Unit-V 1oT applications 08 Hrs.
16T for Entertainment and wearables: Dluctooth Headset, Fitnes, Smart Wateh, location and
Tracking - Personal navigation Deviee,

IoT for Manufacturing: Flow Optimization, Real Time Inventory, Asset Tracking Process, Ana-
lvties (pH, Cas, Concentration, Foreed: Humidity ) portable data terminal.

IoT for Employee safety: Fire and safety detector, Predictive Maintenance, Firmware Updates.
19T for Healthcare: Remote Monitoring- ECG, Ambulance

set Tracking, Access Control, Predictive Maintenance.,

1
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16T for Logistics & Supply chain: Retail Supply chain control, NFC Payment, Intelligent shop-
ping application, Smart product management, Case studies on Smart cities, Smart Home, Smart

Environment, Smart Agriculture.

Unit-VI IoT in Cloud, Fog and Edge Computing 05 Hrs.
Overview of Cloud and Fog Computing, Definition, Difference between Fop and Cloud, Related
Paradigms and Technologhes like MCC, MEC, Edge Computing, Taxonomy of Fog Computing, Dif-
ferent dimensions of Fog computing Advantages and Applications. Edge Computing: Architecture of
Edge Computing, Benefits, Applications, Cloud, Fog and Edge Computing Use Case Scenarios for IoT.

Unit-VII Artificial Intelligence in IoT 05 Hrs.
Applications of Artificial Intelligence in Internet of Things: Heal world examples: Tesla
Motors — Self Driving Cars, WildTrack — Endangered Species Presesvation, Nest Labs - Smart ther-
mostat, Automated vacuum cleaner — iRobot Roomba.

IoT companies and vendors: Commercially available IoT devices from vendors, Google Home
Voice Controller, Amazon Echo Plus Voice Controller, August Doorbell Cam, August Smart Lock.

Text Books:

1. K. G. Srinivasa, G. M. Siddesh, Raju R. Hanumantha, “Internet of Things”, 1** Edition, CEN-
GAGE Publicathon,

Reference Books:

1. Arshuleep Dahga and Vijay Madisetti, “Internet of Things: A Hands-On Approach”, 1% Edition,
Universities Press,

2. Raj Kamal, “Internet of Things, Architecture and Design Principles”, 1% Edition, Me-Graw
Hill Education.

Evaluation Scheme:
Theory :

Continuous Assessment (A):

Subject teacher will declare Teacher Assessment critesia at the start of semester.

Continuous Assessment (B): Conduction of Term Test
The two Term Tests of 15 marks will be eondueted under Coontinuous Assessment(CA) out of whicl

best performance among the two Term Tests will be considercd.

Term Test (TT) (for 15 Marks)
Best of Two (TT-1,/TT-2)

Emd Semester Examination [C):

)



1. Qestion paper based on the entire syllabus, summing up to 65 marks.

2, Total duration allotted for writing the paper is 3 hrs.




Internet of Things Laboratory (PECO6042L)
ﬁ

Practical Scheme Examination Schome
Practical : 02 Hrs. /woek Teacher Assessment = 25 Marks
Credit :01 End Sem Exam : 25 Marks

Total ; 50 Marks

ﬁ

Course Objectives:

1. Provide an overview of concepts, trends and challenges of the Internet of Things.
2. Impart the knowledge of sensors and embedded systems,
3. Fucilitate use of hardware and softwire technologies related to Internet of Things.

4. Develop skills to relate the IoT technologies for practical IoT applications.

COs | Course Outcomes Blooms| Blooms
Lewel Description
COL | Gain knowledge of sensors and embedded systems. L2 Understand
CO2 | Get hand-on exposure to diferent loT processors and con- | L3 Apply
trallers.
COF | Design and develop small IoT applications to create smart | L3 Apply
ohjects.




List of Laboratory Experiments

Suggested List of Experiments:
Arduino

1. LED glow

2. Tralfic signal

5. Seven segment display

4. Piezo sensor

&, Light emission

G. PIR sensor

7. IR remote control sensor

8. Ultrasonic sensor

9. ESP8266 WiFi Module
10. ThingSpeak Platform
11. Blynk App
12, Werking with Own Cloud Server (Hosting)
13. Creating a platform to eontrol home appliances with own server

R-Pi

1. Varying the brightness of LED using R-pi.

2. Making a vser interface to Turn Things On and Off.
3. Controlling GPIO Outputs using a Web Lnterfice.

4. Create an user interface to control Serve motor.

(]

Camera Interfacing and Programming,

6. Playing an Audio File.

|

. GEM/GPS interfacing and PrOgEraming
B, Measuring distance,

1. Di!-i;:lhl._'r"llu.’, RO IOT 'q|.||||:','-:
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10. Lopping to n USH flash Drive,

Evaluation Scheme:

Laboratory:

Continuous Assessment (TA):

Laboratory work will be based on PECOSM2T with minimum 10 experiments to be incorporated.
The distribution of marks for term work shisll be as follows:

1. Performance in Experiments: 05 Marks

4]

. Journal Submission: 05 Marks

3. Vive-voce: 06 Marks
4. Subject Specific Lab Assignment /Case Study: 10 Marks

The Gnal certification and acceptance of term work will be subject to satisfactory performance of
lsboratory work amd upon fulfilling minkmwm passing criteria in tle term work.
End Semester Examination (ESE):

Oral/ Practical examination will be based on the entire syllabus including, the practicals performed
during laboratory sessions.

il



Business Analytics (PECO6043T)

Teaching Scheme Examination Schemae
Lectures : (3 Hrs weak Term Test : 15 Marks
Credits  : 03 Tencher Assessment ;20 Marks

End Sem Exam @ 65 Marks
Tatal Marks : 100 Marks

e —TT|

Prerequisite: Basic statistics and Database.

Course Objectives:

L. Business Analytics refers to skills, practices and techniques used in converting data into infor-
mation and knowledge that aid business dectslon making,

2, Statistical Irarnj:lg including quantitative, qun]i_t-u.ﬁ\"ﬁ analysis L-l:-r_'lluin:||,|n|.

d. The use of the above nnalyvsis and visualization to aid decision making.

COs | Course Qutcomes Blooms| Blooms
Leval | Description
COLl | Able to enilinr with Base SAS programming,. L1 Remember
C02 | Understand and demonstrate visual analytics, L2 Understand
| €03 | Able to design the report using reporter. L3 Apply
CO4 | View various reports using different medin devices. L5 Evaluate




Course Contents

Unit-I Introduction to Base SAS 08 Hrs.
S5AS Program: Introduction to SAS program, Submitting a SAS program - SAS Studio, SAS En-
terprize Guide, SAS Windowing environment, SAS program syntax.

Accessing Data: Examining SAS Data sots, Accessing SAS Libraries.

Froducing Detail Roports: Subsetting Report data, Sorting and Grouping Report data, Enhane-
ing Reports,

Formatting Data Values: Using SAS Formats, User defined Formats.,

Unit-II Reading SAS Dataset, Spreadsheet & Database Data 05 Hrs.
Reading SAS Dataset, Customize SAS Dataset, Router Reading Spreadsheet data, Reading database
data,

Unit-111 Visual Analytics 04 Hrs.
Getting Stated with SAS Visual Analytics: Exploring SAS VA concepts, Using Home page.
Administrating the Environment and Managing Data: Exploring Data Builder, Exploring

Administrator,

Demonstrations and Exercizes,

Unit-1V Using the Explorer 08 Hrs.
Sclecting Data amd defining Data It propertics, Creating Visualisations, Eulancing Visualisations

with Analytics, Interacting with Visualizations and Explorations.

Unit-V Designing Reports with Reporter 08 Hrs.
Creating a Simple Report, Creating Data Itoms and Working with Graphs, Working with Filters and

Report sections, Working with siler objects, Demonstrations and Exercises.

Unit-VI Viewing SAS VA Reports and Case Study 06 Hrs.
Creating Analyses and Reports, Viewing Repaorts on the Web, Viewing Reports on the Mohile Deviee/

Office Analytics, Case Study - Creating Analyses and Reports.

Text Books:

l. "BAS programming | - Essentials”™, 1*' Edition, SAS Publisher, Jan 2006, ISBN-13.
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Ewvaluation Scheme:

Theary :

Continuous Assessmont (A):

Subject teacher will declare Teacher Assessment criteria at the start of somester.

Continuous Assessment (B):

Conduction of Term Test

The twa Term Tests of 15 marks will be conducted under Continwous Assessment{CA) out of which
best performance among the two Term Tests will be considered.

Term Test (T'T) (for 15 Marks)
Best of Two (TT-1/TT-2)

End Semester Examination (C):
1. Question paper based on the entire syllabus, summing up to 65 marks.,

2, Total duration allotted for writing the paper is 3 hrs.




Business Analytics Laboratory (PECO6043L)

Practical Schems Examination Schome
Practical : 02 Hrs. /week Teacher Assessment < 25 Marks
Credit 01 End Sem Exam ; 25 Marks

Total : 50 Marks

Course Objectives:

L. To learn how to use and apply SAS Studio and Excel to solve business problems.

2. To become familiar with the processes needed to develop, repart, and analyee business data.

COs | Course Outcomes Blooms| Blooms
Level | Description

COl | Understand and use the fundamentals of the SAS program- | L2 U nderstand
||:|in,|:|; Il:lll.g,'l.lﬂ.gt'.

COZ | Make use of SAS, Excel and CSV in business analytics. L3 Apply

CO3 | Understand new SAS data set by manipulating data from | L2 Understand
existing datn sets using SAS exprosstons

CO4 | Analyze and report on data and export results to common | L4 Annlyze
formats (PDF, Excel),

CO5 | Apply different types of data (SAS, Excel, or text), then | L3 Apply

explore and prepare the data,

CO6 | Apply SAS programming principles in practical examnples. | L3 Apply




List of Laboratory Experiments

Suggested List of Experiments:
1. Importing data b SAS frons Escel and CSV Ale.
2. Creating summary statistical data,
3. Exporting results to Excel and PDF.
4. Manipulating data with functions.
b. Using data with formats like charts and graphs.
fi. Creating data by applying filters amd performing data analysis on it.
7. Working with graph level display rules.
B. Analyzing & Text data source,

Evaluation Scheme:

Laboratory:

Continuous Assessment (TA):

Laboratory work will be based on PECOGM3T with minimum 06 experiments along with a mini
projoct to be incorporated. The distribution of marks for term work shall be as follows:

1. Performance in Experiments: 05 Marks

2. Journal Submission: 056 Marks

3. Viva-voee: 05 Maorks

4. Subject Spevilic Lab Assignosent /Coase Study: 10 Marks

The fimal certification amd aceeptance of term work will be subject to satisfactory performonce of
Inboratory work and upon fulfiling minimum passing criterin in the term work,

End Semester Examination (ESE):

Oral/ Practical examination will be based on the entire syllabus including, the practicals performed
during laboratory sessions.




Machine Learning (PECO6051T)

Teaching Scheme Examination Scheme
Lectures & 03 Hrs /week Term Test : 15 Marks
Credits ;03 Teacher Assesament @ 30 Macks

End Sem Exam : 65 Marks
Total Marks ; 100 Marks

Prerequisites: Data Structures, Basic Probability and Statistics, Algorithms.
Course Objectives:

1. To introduce students to the basic concepts and techniques of Machine Learning.
2. To become familiar with regression, classification and clustering tasks.

3. To becomo familiar with Dimensionality reduction Technigques.

Cs | Course Outcomes Einu-nul Blooms
Level | Deserlption

COl | Gain knowledge about basic concepts of Machine Learning, | L2 Understand

CO2 | ldentify machine learning techniques suitable for a given | L3 Apply
prabbem,

CO3 | Apply Dimensionality reduction techniques. L3 Apply

C4 | Selve the problems using various machine learning tech- | L4, L Annlyze,
nigjues, Evalunte

COF | Understand the basics of Reinforcement and deep learning. | L2 Understand

CO6 | Design application using machine learning teehniques L& Creata

&7




Course Contents

Unit-I Introduction to Machine Learning 05 Hrs.
Types of Machine Learning, Issues In Machine Learning, Application of Machine Leamning, Steps

imvolved in developing a Machine Learning Application.

Unit-IT Learning with Regression and trees 07 Hrs.
Learning with Regression:Linear Regression, Logistic Regression.

Learning with Trees:Decision Trees, Constructing Decision Trees using Gini Index, Classification
and Regression Trees (CART).

Unit-111 Dimensionality Reduction 07 Hrs.
Dimensionality Reduction Techniques: Principal Component Analysis, Independent Component

Analysis, Single value decomposition.

Unit-IV Learning with Classification and Clustering 12 Hrs.
Learning with Classification Artificial Neural Networks: Backpropagation Algorithm, Self-
Organizing Maps,

MNon-parametric classification: K Nearest Neighbour Algorithm.

Support Vector Machine: Maximum Margin Linear Separators, Quadratic Programming solution
to finding maxinmun margin separators, Kernels for learning non-linear functions.

Bayesian belief Networks: Markov Models, Markov Chain Monte Carlo Methods, , Markov Ran-
dom Fields, Hidden Markov Models.

Learning with Clustering:K-means clustering, Hierarchical clustering, Expectation Maximization

Algorithm.
Supervised kearning after clustering, Radial Basis functions,

Unit-V Reinforcement and Deep Learning 05 Hrs.
Reinforcement Learning:Introduction. Elements of Reinforoement Learning, Model based learn-
ing, Temporal Difference Learning, Generalization, Partially (¥bserwmble States

Deep Learning: Introduction to Deep Neural Network, Wide Vs, Deep Mearal Network, Reasons

ter expt for deep neural network, Deep Neural setworks for unsnpervised leaming.

Unit-VI Applications of Machine Learning (4 Hrs.

Hecommender Systems, Machine Leaming for Image Recognition, Se nalvsis, Machine Learn-

ing for video surveillanee,



Text Books:
1. Peter Harrington, “Machine Learning In Action”, DreamTech Press.
2. Ethew Alpaydin, “Tutroduction to Machine Learning”, 3™ Edition, MIT Press.
3. Tom M. Mitchell, “Machine Learning”, MeGraw Hill.

4. Stephen Marsland, “Machine Lenrning An Algorithmic Perspective”™, CRC Press,

]

Kevin P. Murphy, “Machine Learning - A Probabilistic Perspective”.

6. Andress C. Miller and Sarah Guido, “Introduction to Machine Learning with Python: A Guide

for Data Scientists”, O'reilly.
7. Prangois Chollet, "Doep Learning with Python”, Manning.
8. J. 8 R. Jang, “Neurc-Fuey and Soft Computing™, PHI 2003.

Reference Books:

1. Han Kamber, “Data Mining Concepts and Techniques®, 3™ Edition, Morgann Kaufmann Pub-
lishers.

2. Margaret H. Dunham, “Data Mining Introductory and Advanced Topics”, Pearson Education.

Evaluation Scheme:

Theory :

Continuouns Assessment (A):

Subject teacher will declare Teacher Assessment criteria at the start of semestor.

Continuous Assessment (B):

Conduction of Term Test

The two Term Tests of 15 marks will be conducted under Continuous Assessment(CA) out of which

bt performance among the two Term Tests will be considered.

Term Test (TT) (for 15 Marks)
Best of Two (TT-1/TT-2)

End Semester Examination (C):
L. Question paper based on the entire syllabus, summing up to 65 marks.

2, Total duration allotted for writing the paper is 3 hrs,




Machine Learning Laboratory (PECO6051L)

Practical Scheme

Practical : 02 Hrs. /week
: ]

Crredit

Examination Schome

Tencher Assessment : 25 Marks
End Sem Exam : 35 Marks

Total : ) Marks

Course Objectives:

1. To implement linear and logistic regression model,

2. To implement supervised learning algorithm.

3. To Apply Exploratory Data Analysis

Cs | Course Dutcomaes Blooms| Blooms
Lievel Deseription
CO1 | To Bulld and Analyae regression model. L3, L4 | Apply, Ans-
lyze
CO2 | To Build and Analyze supervised machine learning alge- | L3, L4 | Apply, Ans-
rithm. lyze
CO3 | Apply Dimensionality reduction technigues. L3 Apply
CO4 | Make use of Exploratory Data Analysis. L3, L4 | Apply, Ans-
lyze




List of Laboratory Experiments

Suggested List of Experiments:
1. To implement Linear Regression.
2. To implement Logistic Regression.
3. To implement CART decision tres algorithm,
4. To implement Support Vector Machine.
5. To lmplement Bayesian Classification.
. To implement PCA.
7. To implement K-Nearest Neighbour,

8. To implement Radisl basks functions.

=

. Mini project based on any machine learning application.

Evaluation Scheme:

Labaratory:

Continuous Assessment {TA):

Laboratory work will be bused on PECOG051T with minimum 06 experiments along with a mini
project to be incorporated. The distribution of marks for term work shall be as follows:

L. Performance in Experiments: 05 Marks

2. Journal Submission: 05 Marks

3. Viva-voce: 06 Marks

4. Subject Spevific Lob Assignment /Case Study: 10 Marks

The finnl certification and acceptance of term work will be subject to satisfactory performance of
laboratory work and upon fulfilling minimum passing criteria in the term work.
End Semester Examination (ESE):

Oral/ Practical examination will be based on the entire syllabus including, the practicals performed

during laboratory sessions,
é@ﬁ :
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Compiler Design (PECO6052T)

Teaching Scheme Examination Scheme
Lectures ; 03 Hrs, 'week Term Test : 16 Marks
Credits : 03 Tencher Assessment : 20 Marks

End Som Exam : 65 Marks
Total Marks : 100 Marks

PTEI"'EE['IJiSitEE: Data Structures and Algorithms, Theory of Computation,

Course Objectives:
1. To initiate an understanding of compilers in general and in brief about phases of compiler.
2. To provide a theoretical frumework for optimizing the code.

3. To fumilinsize and encourage the students to use various compiler eonstruction tools,

COs | Course Dutcomes Blooms! Blooms
Level | Description
COLl | Understand the basics of compilation steps. L2 Understand
COZ | Apply knowledge of antomata theory and formal languages. | L3 Apply
CO3 | Understand and Implement o Parser. L2 Understand
CO4 | Describe techniques for intermediate code and machine code | L2 Understand
optimization,
CO5 | Apply various Error Recovery mechanisms. L3 Apply
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Course Contents

Unit-I Introduction 04 Hrs.
Introduction to compilers: Compilers Analysis of source Program, the tasks of a compiler, Anal-
yuis of the Source Program, Phases and Passes in compilers, The Grouping of phases, Cousins of the
compiler, Compiler - construction tools.

Intreduction to Interpreters: Phases of interpreter, Types of interpreter, Compiler vs. Interpreter.

Unit-11 Lexical Analysis 04 Hrs.
Role of a Lexical analyser, Input buffering, specification and recognition of tokens, Designing a lexical
analyser generator, Pattern matching based on NFA's,

Unit-III Syntax Analysis 10 Hrs.

Role of Parser, Top-down parsing, Predictive parsers -(LL), Bottom-Up parsing, Operator precedencs:
parsing, SLR, CLR and LALR parsers.

Unit-IV Syntax directed Translation 04 Hrs.
dyntax directed definitions, Inherited and Synthesized attributes, Evaluation order for SDDs.S - at-
tributed Definitions, L- atéributed Defnitions

Unit-V Intermediate code generation 06 Hrs.
Intermediate Code types: Postlix, Parse troe and syutax tree, Thiree address code.
Types of Three address code: Quadruples, Triples and Indirect triples.

Translation of Assignment statements, Boclean expression, case statements, array references amnd pro-

cedure ealls,

Unit-VI Code generation 04 Hrs.

Issues in the design of Code Generator, Basgic Blocks and Flow graphs, Code generation algorithm,

DAG represemtation of Bosic Block.

Unit-VII Code optimization 04 Hrs.

Principal sourees of Optimization, Optimization of Basic Blocks. Loogs in Flow graph, Peephole Op-

Limnization,

Unit-VIII Run-time storage management 06 Hrs.

Data Structures for symbol table, representing scope informatio wtion ad recovery, Er-

ror handling, Storage allocation strategies, parameter passing, b eollection and



compaction.

Text Books:

1, AV, Abo, R, Shethi, Monica Lam, 1. D, Ulman, "Compilers Principles, Techniques and Tools",

and Edition, Pearson Education.

Reference Books:

1. Johin . Levine, Tony Mason & Doug Drown, “Lex & yacce™, and Eeition, O'Reilly.

2. Kenneth C. Louden, “Compiler Construetion: Principles and Practice™, 1** Edition, Cengage

Learning,

Evaluation Scheme:
Theory :
Continuous Assesament (A):

Subject teacher will declare Teacher Assessment criteria at the start of semester.
Continuous Assessment (B):
Conduction of Term Test

The two Term Tests of 15 marks will be conducted under Continuous Assessment (CA) out of which
best performance among the two Term Tests will be considered.

Term Test (TT) (for 15 Marks)
Best of Two (TT-1/ TT-2)

End Semester Examination (C):

1. Question paper based on the entire syllabus, summing up to 65 marks.

2. Total duration allotted for writing the paper is 3 hes.




Compiler Design Laboratory (PECO6052L)

Practical Schems Examination Schems
Practical : 02 Hrs wesk Teacher Asse=sment @ 25 Marks
Credit 01 End Sem Exam @ 25 Marks

Total : 50 Marks

Course Objectives:

. To design & implement a front end of the compiler.

b

To develop program for solving parser problems.

To create program for intermediate code generation.

=

To learn the new code optimization technigques and apply it to improve the performance of &
program in terms of speed & space,

5. To lenrn & use the new tools and technologies used for designing a compiler.

COs | Course Outcomes Blooms, Blooms
Level | Deseription

COl | Understand the practical approaches of how o compiler | L2 Uniderstand
works.

CO2 | Understand and analyze the role of syntax and semantics of | L2 Understand
Programming languages in compiler construction.

CO3 | Apply the techniques and algorithms used in Compiler Con- | L3 Apply
struction in compiler component design.

b 1]



List of Laboratory Experiments

Buggested List of Experiments:

1. Develop a besdoal analyser to recognize s fowr patterns in e, (ex. ldentifiers, constants, cofminents,

operators ete. |
2, Implementation of lexical analyzer using lex tool.
3. Derive First and Follow of a variable.
4. Design LL (1) Parser.
b, Implementation of Intermediate code geperation,

(o) Assignment statement
(b) Boolean statement
(] Loop

G, Implementation of code penerator algorithm.
7. Implementation of code optimization techniques (constant folding ete.)
B. Case study: LLVM

Evaluation Scheme:

Laboratory:

Continuous Assessmment (TA):

Laboratory work will be based on PECOGS2T with minimum 10 experiments to be incorporabed

including 07 from the above suggested list. The distribution of marks for term work shall be os
TiexlBorym:

1. Performance in Experiments; 05 Marks

| o]

. Journal Submission: 05 Marcks
3. Vive-vooe: 05 Marks
1. Subject Specific Lab Assignment/Case Study: 10 Marks

The final certification and acceptance of term work will be subject to satisfactory performance of
laboratory work and upon fulfilling minimun pessing eriteria in the term work.

End Semester Examination (ESE):

Oralf Practical examination will be based on the entire syllabus including, the practicals performesd
during Inboratory sessions.




Human Machine Interaction (PECO6053T)

Teaching Scheme Examination Schemo
Lectures : 03 Hrs /weck Term Test : 15 Marks
Credits @ 03 Teacher Assessmemnt @ 20 Marks

End Sem Exam : 656 Marks
Total Mearks ; 100 Marks

Prerequisites: Web Technologies; Experience in designing interfaces for applcations and web
sites, Bnsic knowledge of designing tools and languages like HTML, Java, etc.

Course Objectives:
I. Learn the foundation of human machine interactbon.
2. Understand the importance of human psychology in designing good interfaces.
3. Be aware of mobile interaction design and its usage in day - to ~ day activities,
1. Understand various design technologies to meet user requlrements.

&. Encourage to indulge into research in Machine Interaction Design.

COs | Course Qutcomes Blooms| Blooms
Level | Description
CO1 | Identify User Interface (Ul) design principles. L2 Understand
CO2Z | Anulysis of effective user friendly interfaces. L4 Annlyze
CO3 | Apply Intersctive Design process in real world applications. | L3 Apply
CO4 | Evaluate Ul design and justify. L5 Evaluate
CO% | Create application for social and technical task. LG Create

ar




Course Contents
—_— e

Unit-1 Foundations of HMI 07 Hrs.
The Human: History of User Interface Designing, 1/0 channels, Hardware, Software and Operating
environments, The Psychopathology of everyday Things, Psychology of everyday actions, Reasoning
andl problem solving,

The computer: Devices, Memory, processing and networks. Interaction: Models, frameworks, Er-

gonomics, styles, elements, interactivity, Paradigms.

Unit-IT Design & Software Process 08 Hrs.
Mistakes performed while designing a computer system, Human interaction with cotnputers, impor-
tance of human characteristics, human consideration, Human interaction speeds. Interactive Diesign
basics, process, scenarios, navigation, Iteration and prototyping.

HMI in software process: software life cycle, usability engineering, Prototyping in practice, design
ratiomale.

Design rules: Principles, standards, guidelines, rules. Recognize the goals, Gonl directed design
Process,

Evaluation Techniques: Universal Design.

Unit-ITT Graphical User Interface 06 Hrs.

The graphical User Interface: Popularity of graphics, the concept of direct manipulation, grapl-
ical systems, Characteristios.,

Web user Interface: Interface popularity, characteristics. The merging of graphical Dusiness svs-
tems snd the Web. Principles of user interface design.

Unit-1V Screen Designing 07 Hrs.
Design goals, Screen planning and purpose, organizing screen elements, ordering of sereen dats and
conbent, sereen navigation aud low, Visually pleasing composition, amount of information, focus sl
emphasis, presentation information simply and mienningfully, information vetrieval on web, statistieal

graphics, Technologieal eonsideration in interface design.

Unit-V Interface Design for Mobile Devices 06 Hrs.
Mobile Ecosystem: Platforms, Application frameworks.

Types of Mobile Applications: Widgets, Applications, Games, Mobile Information Arehitecture,

Mohile 2.0L

Maobile Design: Elements of Mobile Design, Teols.

L]




Unit-VI1 Interaction Styles and Communication 06 Hrs.
Windows: Characteristics, Components, Presentation styles, Types of Windows, Management, op-
erations.

Text messages: Words, Sentences, messages and text words, Text for web pages. [cons, Multimedia
and eolors.

Text Books:

1. Alan Dix, Janet Finlay, Gregory Abowd, Russell Beale, “Human Computer Interaction”, 3™
Edition, Pearson Education, 2004,

2. Wilbert 0. Galitz, “The Essential Guide to User Interface Design”. 2°9 Edition, Wiley Publi-

cation.

d. Alan Cooper, Robert Reimuann, David Cronin, “About Faced: Essentials of Interaction design”,
3™ Edition, Wiley publication.

4. Jeff Johnson, “Designing with the Mind in Mind”, 3™ Edition, Morgan Kaufmann Publication.
3. Donald A. Normann, “Design of Everyday Things”, Basic Books Reprint Edition, 2002,

Gi. Brian Fling, “Maobile Design and Development”, 1** Edition, O'Reilly Media Inc., 2009
Reference Books:

I. Rogers Sharp Preece, “Interaction Design:Beyvond Human Computer Interaction”, 3™ Edition,
Wilew,

2. Guy A. Bay, “The Handbook of Human Machine Interaction”, 15* Edition, Ashgate Publishing
L,

3. Kalbnde, Kanade, Iver, *Calitz's Human Machine Interaction”, Wiley Publications.

Evaluation Scheme:

Theory :

Continuous Assessment (A):

Subject teacher will declare Teacher Assessment eriteria at the start of semestor.

Continuous Assessment (B):

Conduction of Term Test

The two Term Tests of 15 marks will be eonducted under Continuous Asmessment(CA) out of which

bt performance among the two Term Tests will be considerod,

Term Test (TT) (for 15 Marks)
Best of Two (TT-1/TT-2)

End Semester Examination (C):

o8



1. Cuestion paper based on the entire syllabus, summing up to 65 marks.

2. Total duration allotted for writing the paper is 3 hrs.

1M



Human Machine Interaction Laboratory
(PECO6053L)

Practical Schome Examination Scheme
Practical : 02 Hrs. fweek Tencher Assessment © 256 Muarks
Creclit + 0 Enid Sem Exam ¢ 256 Marks

Taotal : 50 Marks

Course Objectives:
1. Design and implement useful, usable, and engaging graphical computer interfaces.
2. Deseribe special considerations in designing user interfaces for wellness.

d. Discuss and crithgque resenrch in the held of HCL

COs | Course Outcomes Blooms| Blooms
Level | Deseription

CO1 | To Understand the Computer and Human-Computer Inter- | L2, L3 | Understand,

action. Apply
CO2 | To Have an insight to Human Capabilities, L3 Apply
CO3 | Interactive Systems Design. L Crente
Cd | Windows Concepts and Interfaces. L1 Remember

1oy



List of Laboratory Experiments

“

Suggested List of Experlments:

1.

11,

Design a Mobile app,/ Website that can teach mathematics to children of 4-5 vears nge in schools
in Rural fUrbon Sector,

- Design a Mobile App/Website that can help people to sell their handmade products in metro

cithes.

ATM machine/KIOSK sereen design for rural peophe.

Design & Mobile App,/Website to get an experience for passengens whose Hight /train is delayed.
Desagn an UL application for Institute event management.

Design of User interface for the system using various interaction styles,

- Statistical Graphics and its use in visualization,

Design appropriste icons pertaining to a given domain.(Eg. Greeting cards)
Design UL for Motor paralysis for disabled peogle.

KIOSK design for Hospital /School fEduentional Campus/Mational Institute.

Evaluation Scheme:
Laboratory:

Continuous Assessment (TA):

Laboratory work will be based on PECOG053T with minimum 08 experiments to be incorperated,
The distribution of marks for term work shall be as follows:

L.

Performance in Experiments: 05 Marks

2. Journal Submission: 05 Marks

31

4

Viva-vores: 05 Marks

Subject Specific Lab Assignment /Case Study: 10 Marks

The final certification and acceptance of term work will be subject to satisfactory performance of

laboratory work and uwpon fulfilling minimmm passiug criteria in the term work
End Semester Examination (ESE):

Oral/ Practical examination will be based on the entire syllabus including, the practicals performed

during laboratory sessions.
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Project Stage-1 (PJCOG6060L)

Practical Scheme Examination Scheme
Practical : 02 Hrs. fweck Teacher Assessment : 25 Marks
Credit : 01 End Sem Exam @ 25 Marks

Total : 50 Marks

Course Objectives:
* To understand the basic concepts and principles of project development.

» To formulate fidentify the problem statement.

To implement the solution as per the problem statement.

To develop the team building, writing, logical reasoning and management skills.

To pravide the connections between the designs and concepts across different disciplinary bound-

arieg,

1o encourage students to become independent personnel, eritical thinkers and lifelong learners.

COs | Course Dutcomes Blooms| Blooms

Level | Description

COl | To identify the problem statement and produce solution of | 14 Analyze
the problem considering cultural, social, environmental and

economic factors uwsing appropriate tool and method.

CO2 | Demonstrate project based learning that allows students to | L2 Understand

transfer existing ideas into new applications,

CO3 | Develop an ability to work in teams and manage to conduet | L3 Apply

the project development. activity.

COd | Iutegrate different perspectives from relevant disciplines | L3 Apply
which help them to get internships, jobs and admission for

higher studies.

COG | Present the project development in the form of technical | L2 Understand

writing, understand what constitutes to plagiarism and ) o, { ul agm,

to use proper referencing styles.

1ieE




Svyllabus:
Domain knowledge (any bevond) needed from the following areas for the effective implementation of

the project:

Database Management System, Networking and Internat of Things, Embedded Systems, Data science
and Big data, Web and Application Development, Robotics, Al and Machine Leamning, etc.

The above aress can be updated based on the technological innovations and development needed for

specific project.

Guidelines: The main purpose of this activity is to improve the students’ technical skills, com-
munication skills by integrating writing, presentation and teamwork opportunities.

* Fach student shall work on project stage-1 approved by departmental committes approved by
the Head of Department, a group of 03 to 05 students (max allowed: 5 students in extracedinary
cases, subject to the approval of the departmental committee) shall be allotted for each Project
stage-L. The departmental committee shall include Head of Department, project coordinator
el guide{s).

s Each group shall submit at least 3 topies for the Project stage-1. The departmental committes
shall finalize one topic for every group.

* Each group is required to maintain separate log book for documenting various activities of the
project stage-1 (Refer Table 4],

= Each group will be reviewed twice in a semester and marks will be allotted bassd on the various
points mentioned in the evaluation scheme,

® In the first review of this semester, each group is expected to complete 30% of praject stage-1,
* In the second review of this semester, each group is expected to complete 50% of project stage-1.
= Interaction with alumni mentor will also be appreciated for the improvement of project stage-.

Assessment Criterin:

® At the end of the somester, after confirmation by the project gaide, each project group will
submit project completion report in preseribed format for assessment to the departmental com-

mitten.

o Assesancnt of the project (at the end of the semester) will be done by the departmental eom-

nittee.

& Oral examination shall be conducted by Tnternal and External examismss 1t have to mive

presentation amd demonstration based on their projeet stage-T.
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Prescribed project report guidelines:
Size of report shall be of minimum 30 pages (excluding cover and front pages). Project stage-1 report
should include appropriate content for:

& Ahstract
» Introduction
- Background
- Motivation
~ Problem Statement
— CHbajectives
— oo
& Literature Survey
- Review of Existing System(s)
= Limitations of Existing System(s)
* Proposed System
= Analysis/ Framework Algorithm
~ Details of H/W and S, W required
— Design detadls
— Methodology (vour approsch to solve problem)
= Implementation Plan for Project Stage-11

» Conclusion
= Roferences

Assessment criteria for the departmental committee for Continuous Assessment:
Gruide will monitor weekly progress and marks allocation will be ns per Table 5.
Assessment criterin for the departmental committee for End Semester Exam:
Departmental committes will evaluate project as per Table 6.
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Table 4: Log Book Format

Se | Waek (Start DateiEnd Dote)

Wark [ena

Sign of Gulde

Sign of Coardinatar

2
Table 5: Continuous Assessment Sheet
Sr | PLR.M. Stambont Loy Hook | Literatura | Depth of Un- | Report Total
Attondance | Malnlenanss | Review dersionding (&) {35}
(5) ] (5) (s
5 G 5 i L 25
Table 6: Evaluation Sheet
Sr | P.RLM. Project | Design/ PCB/ Rasult Presentatbon | Total
Stage - 1 | Siomlstion | Hordware)/ | Verifies- {8 {25}
Solection | Logio (5) Program- tian (4}
&) ming (B}
i b 5 5 b 25




Environmental Studies (MCCO6070T)

Teaching Scheme Audit Course
Lecture : 01 Hr/week

Prerequisite: Interest in Environment and its impact on Human.

Course Objectives:

1. Understand environmental issues such as depleting resources, pollution, ecological problems and
the renewable energy scenario.

2. Familiarise environment related legislation.

COs | Course Outcomes Blooms| Blooms

Level | Description

Co1 Understand how human activities affect environment. L2 Understand
CO2 | Understand the various technology options that can make a | L2 Understand
difference.
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Course Contents
h

Unit-I Social Issues and Environment 04 Hrs.
Ecological footprint and Carrying Capacity, Depleting nature of Environmental resources such as sofl,
witer minerals and forests, Carbon emissions and Global Warming.

Unit-TII Technological Growth for Sustainable Development 04 Hrs.
Social, Economical and Environmental aspects of Sustainable Development, Renewable Energy Har-
vesting, Concept of Carbon credit, Green Building, Power and functions of Central Pollution Control
Board and State Pollution Control Board.

Unit-I11 Green Technology 05 Hrs.

History, Agenda, and Challenges Ahead. Sustainable Cloud Computing, and Risk Management, Sus-
taduable Software Design, Data Center Encrgy Eficiency, Thin-Client and Ewery Efficicucy.

Text Books:

L. R. Rajagopalan, “Environmental Studies From Crisis to Cure”, 2012,

2. Erach Bharucha, “Textbook for Environmental Studies For Undergraduate Courses of all Branches
of Higher Eduention”.

3. Mohammad Dastbaz, Colin Pattinson, Babak Akhgar, Morgan and Kaufman, “Green Informa-
tion Technology: A Sustainable Approach”, Elsevier, 2015,

Reference Books:

I. Paulina Golinska, Marek Fortsch, Jorge Marx-Gémez, “Information Techuologies in Environ-

mental Engineering: New Trends and Challenges™, Springer, 2011,
Evaluation Scheme:
L. Student should subumit a report on the case study deelared by tencher,

2. Awdit point shall be awarded subject to submission of report of the case stwdy declared by

Lesscher,
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