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Semester - VII



Program: Computer Engineering

Final
B.Tech.

Year

Semester: VII

Natural Language Processing (22PCCO70107T)

Natural Language Processing Laboratory (22PCCOT7T010L)

Prerequisites: Finite Automata, Machine Learning, Prohability Mathematics,

Course Objective(s):

1. To wnderstand the theoretical foundations and basic principles of Natoral Lingunge Processing,

2. To apply preprocessing techniques, syntactic and semantic analysis to process and analyee text
dntn,

3. To explore statistical and machine learning methods for solving NLP tasks such as classification,
tageing, and translation,

1. To design and implement NLP applications using modemn tools and frameworks with consider-
ation of ethienl issues,

Course Outcomes:
O completion of the course, the lesrner will be able to:

s Blooms
CO | Course Outcomes = Descrip-
Level
tion
Understand stages of NLP and apply merphological analysis tech- l i
col niques on any real world text. L2 Un
Apply appropriate techniques such as tokenization, POS tagging
wo2 and syntactic parsing to real-world text. L3 Apply
Co3 Apply feature extraction, word sense disambiguation and similar- 13 gt
ity for semantic analysis of text. )
co Apply pragmatics and discourse segmentation to understand
M . L3 Apply
structure and context of text.
CO5 | Analyze advanced language models for varions NLP applications. | 14 Annlyze




Natural Language Processing (22PCCO7010T)
Course Contents

Unit-1 03 Hrs.
Introduction

History of NLP, Generie NLP System, Levels of NLP. Knowledge In Languaee Procesing, Ambigoity

In Natural Language, Stages In NLP., Challenges of NLP, Applications of NLP

Umnit-11 08 Hrs.
Worid Level Analysis

Regular Expression, Finite Automata. Finite State Transducers (FST), Morphology Analyvsis: Survey
of English Morphology, Inflectional Morphology & Derivational Morphology, Lemmatization, Mot-
phological Parsing With FST, Lexicon Free FST Porter Stemmer, Word and Sentence Tokenization,
Detection and Correction of Errors, Minimmun Edit Distance with Backtracing.

N -Grams, Unigrams/Bigrams Language Models, Corpora, Compmting the Probability Of Word Se
quence, Training and Testing.

Perplexity And Entropy: Smoothing and Backup, Zipf's Law, Add Oune Smoothing, Witten-Hell
Diiscounting, Good Turing Discounting, Back Off Methods, Class Based Models, Google N-Gram Re
lease.

Unit-I1T 08 Hrs.
Syntax Analysis

Part-OFSpeech Tagging (POS) - Open and Closed Words, Tag Set for English (Penn Treebank), Rule
Based POS Thgging, Transformation Based Tagging, Stochastic POS Tagging and Issues - Multiple
Tags & Words, Unknown Words,

Hidden Markov Model (HMM), Maximum Entropy, And Conditional Random Field (CRF).
Context-Free Grammars, Grammar rules for English, Treebanks, Normal Forms for Eranmny
Parsing with CFG: Top-down parsing, Bottom-up parsing, Basic top-cdown parser,

Problems with the Basic Top-down Parser: Left Recursion. Ambiguity Earley parser, Probabilistic
CFG, Probabilistic CYK

Unit-1V 06 Hrs.
Semantic Analysis

Lexical Semantics, Attachment for Fragment of English- Sentences, Noun Phrases, Verh Phrases,
Prepositional Phrases, Relations Among Loxemes & Their Senses: Homonymy, Polysemy, ‘n. non _}mj,h__

Hypomymy, WordNet

TR O T .

1 .a.
Feature Extraction and Word Embeddings: Vector semantios. Traditional Weirel F&-rh& 2\
. | 3

™~ 5
‘\;:!_{i{:_mtrti*}
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TF-IDF

Static Word Embedding: Word2Vec - Continmons Bag of Words (CBOW), Skip-pgram, GloVe
Word Sense Disambignation: WSD using Indirect approaches: selectional restriction-based disam-
higuation, selectional association-based disambiguation

WSD using Direct approaches: Supervised, Unsupervised, Bootstrapping methods

Dictionary based: Lesk algorithmg Thesaurus based: Walker's Algorithm; Word Sense Similarity us-

ing Thesaurus amd Distributional merbods

Unit-V 06 Hrs.
Pragmatics & Discourse Segmentation:

Introduetion to Discourse, Cohesion and Coberence in Disconrse, Disconrse connectives, Reference
Resolution, Reference Phenomena, Features for Pronominal Anaphora Resolntion, Annphora Resolu-
tion: Habhs algorithm, Centering algorithm, Log-linear model, Co-reference resolution, Evaluation of
Co-reference resolution.

Unit-V1 05 Hrs.
Large Language models and NLP applications:

Introduction to Large Language models: Types of LLMs: Auto-regressive language models -
GPT3; Transformer-hased models - BERT, RoBERTa (Robustly Optimized BERT Pretraining Ap-
proach); Encoder-decoder models - MarianMT (Marian Neural Machine Translation), T5; Pre-trained
and fine-tuned models - ELECTRA; Multilingual models - XLM [Cross-lingual Language Model)
NLP applications: Machine Translation, Information Retrieval, Question Answers System, Cate-
gorization, Summarization, Sentiment Analysis, Named Entity Recognition.

Natural Language Processing Laboratory (22PCCO7010L)
List of Laboratory Experiments
Suggested Experiments:
L. Study of recent NLP applications
2. Performing Preprocessing stops in NLP
3. Performing Word-level analysis using bi-gram smd tri-gram models,
4. Performing POS tagging using HMM,

5. Implementing parse trees from o given sentence and COFPS, \se;&.ﬂ\”w '%
- Y

b Performing Morphologieal analvsis to identify morphemes for resgioninl Langass?,

3




7. Word Sense Dismmbiguation: [dentify the word senses using "synset” in NLTK
8. Implement Word2Vee, GloVe

9. Any application of NLP : Spell Check, Antocarrect, plagiarism detection, sentiment analysis,

sarcasm detection or text analytics in any domain

Any other practical covering the syllabus topics and subtopics can be condueted.
Oral examination will be based on the entire syllabus including, the practicals performaed
during laboratory sessions.

Text Books:

L. Jurafsky and Martin, “Speech and Langnage Processing™, 29 Edition, Prentios Hall, January

26, 2000, ISBN: 0130050696,

2. Tanmoy Chakraborty, “Introduction to Large Language Models, Generative Al for Text”, Wiley,
25th Dec 2024.

3. Denis Rothman, “Transformers for Natural Language Processing”, Packt Publishing, 2™9, 2022,
Reference Books:

L. Jurafsky, D., & Martin, J. H., “Speech and Language Processing: An Introduction to Natu-
ral Language Processing, Computational Linguistics, and Speech Recognition with Language
Models (3rd ed., draft)”, Self-published, 2025

2. Manning and Schutze, “Statistical Natural Language Processing”, MIT Press, 1% Edition, June
18, 1998, ISBN: 0262133601,

3. James Allen, “Natural Langnage Understanding”, The Benajmins/Cummings Publishing Com-
pany Inc. 1994, ISBN 0-8053-0334-0,

4. Tom Mitchell, “Machine Learning”, McGraw Hill, 1997, ISBN 0070428077,

. Cover T. M. and J. A. Thomas, “Elements of Information Theory™, Wiley. 1991, ISBN 0-471-
0G259-6.

[+ ]

6. Charnink E., “Statistical Language Learning”, The MIT Press, 1996, [SBN D-262-53141-0.

7. Jelinek F., “Statistical Methods for Speech Recognition”, The MIT Press. 1008, ISBN 0-262-
1 0066-5.

8. Siman Ozdemir, “Quick Start Guide to Large Language Models: Strategies and Best Practices
for Using ChatGPT and Other LLMs", Addison-Wesely Professional: 1** Edition




Final Year

B. h. Semester: VII

Program: Computer Engineering

Internet of Everything (22PCCO7020T)

Internet of Everything Laboratory (22PCCOT7020L)

PI’EI‘quIi.SitEE: Basics of python programmidne. Compter Noetwork,

Course Objective(s):
1. To understand the core concepts of the Internet of Things and explore the asociated challenges.

1. To explore the design and fimctionality of loT/IoE devices, their system architecture, and
connectivity technologies.

3. To analyze the importance of data in loT, including structured fimstroctured data and clowd
integration for analyties.

4. To gain knowledge of sensors, actuators, Arduine, and Raspherry Pi for developing ToT-hased
solutions,

3. To study various loT communication and ronting protocols essential for data transfer i loT
environments,

6. To develop skills to relate the loT technologies for practical loT applications.

Course Outcomes:
On completion of the course, the learner will be able to:

Blooms
CO | Course Outcomes Hisous Descrip-
Level 3
tion
Describe the fundamentals, evolution, and ecosystem of 1aT and =
CO1 | differentiate betwean JoT, IoE, and M2M. L2 Understind
cos Demonstrate an understanding of 10T devices, software, system L3 Ky
architecture, and communication models. ’ np
Analyze the importance of data in 1T, including  strue
coe tured /unstructured data and cloud integration for analyties. 4 Analyze
cod Apply knowledge of sensors, actuators, Arduine and Raspherry Pi L3 A
for developing loT-based solutions. & PR
Identify and explain various IoT communication and ronting pro-
Cos tocols for efficient data transfer, 12 Understand
o6 Analyze and evaluate 10T applications across different sectiors L5 Exal
throngh case studies and propese suitable solutions. b ]




Internet of Everything (22PCCO7020T)
Course Contents

Unit-1I 06 Hrs.
Internet Evolution

Itroduction — Overview of 10T, 10T Evolution, Characteristics of 1oT, loT Stack, Application areas
af loT. 16T Challenges.

MM Teehmology, Undestanding loE-loE Pyromids, 1oT 20, JoF Benelits. Dhsambiguntion of 1o

L |H|: L "'ul‘_”\l VH uthq'l'_h.

Unit-11 06 Hrs.
IoE Doevices

Introduction - 1oT Devices, loT Software, [oT Deviee Management Platform and Software, loT Sys-
tem Architecture, loT connectivity technologies, Physical design of loT, Logical design of IoT- ToT

Commumication model, 10T Levels and Deployment Templates,

Unit-111 06 Hrs.
Pillars of TIoE

Internet of everything Devices ~Introduction, common devices, connecting devices, sensors, RFID in
Internet of Things.

Data as loE Piller-Introduction, structured and unstructured data, cloud data, virtualization, data

center, big data integration, loT analyties: from data collection to deployment and operationalization.

Unit-1V 08 Hrs.
Elements of loT

Introduction to Sensors, Actuators, Transducers and their Eypes.

Arduimo- Pin configuration and architecture, Device and platform features, Concept of digital and
analog ports, Familiarizing with Arduine Interfacing Board and its types.

Raspberry Pi - Introduction, Comparison of varions Rpi Models, Pin Description of Rusphierry Pi,

Oni-hoard components of Rpi.

Unit-V 08 Hrs.

IoT Communication Protocols

IoT Protocols MQTT, XMPP, DDS. AMQP, COAP, REST. 1Pv6. 6LoWPAN.

10T Routing Protocols, Data-centric and Flat-Architocture Protocols; Flooding, Gossipi
[+)
o8

@ ve), SPIN

Protocols for Information via Negotiation (SPIN), SPIN PP, SPIN EC {Energy C

[ Brondessit )| SPIN RLIRolinhle), LEACH Pritocsl



Unit-VI 05 Hrs.
10T Case Studies

10T Case Studies based on Home Automation, Cities, Exvironment, Transportation, Retail, Logistics,
Agrionltnre, Industry, Healtheare.

Internet of Everything Laboratory (22PCCOT7020L)
List of Laboratory Experiments

Suggested Experiments:
1. Imterfacing with LED
2. Traffic Simulation
3. Interfacing with IR/PIR Sensor
4. Interfacing with LDR Sensor
5. Interfacing with Ultrasonic Sensor
6. Interfacing with Smoke Sensor
7. Interfacing with 7 Segment Display
8. Interfacing with DHT11 Sensor
8. Interfacing with Servo Motor
10. Interfacing with Soil Moisture Sensor

Any other practical covering the syllabus topics and subtopics ean be conducted.

Oral examination will be based on the entire syllabus ineluding, the practicals performed
during laboratory sessions.

Text Books:

L. Dr. Prateek Jain and Dr. Archana Sharma, “Transitioning to Internet of Everything (loF) Key
Technology Application and Recent Trends”, BFC Publications, 2024,

2. Arshdeep Bahga and Vijay Madisetti, “Internet of Things: A Hands-On Approach”, 1%* Edition,
Universities Press, 2016.

Reference Books:

I. Hang Song. “Internet of Evervthing: Key Technologies, Practical Application:

1™, World Seientific, Tsinghn Universite Pross, 200

=



Online Resources:

Coursera

Introduction to Internet of Things by Prof. Rajbabm Velmurigan

hitps:/ /www.conrsern.org/learn/introduction-to-internet-of-things
NPTEL

Introduction To Internet of Things By Prof. Sudip Mista, 1T Kharagpur

herps:/ fonlinecourses nptelac.in/noc22 =53/ preview




g inal Year
Program: Computer Engineering gu';‘ech Semester: VII
Deep Learning (22PECO70317T)
Deep Learning Laboratory (22PECOT031L)
PI‘EI‘EI:]l]iSit.ES: Artificial Iitelligenee, Macline Loarning,
Course Objective(s):
1. To understand Hyper parmneter Tuning,
2. To explore Deep Learning Techniques with different learning strategies.
4. To design Deep Learning Models for real time applications.
Course Outcomes:
On completion of the course, the learner will be able to:
CO | Course Outcomes Bloots ma[.m ;
Level Deseription
CO1 | Understand and Apply Hyper parameters Tuning. L2 Understand
CO2 | Create and interpret deep learning Models. L& Create
CO3 i:::::;fme suitable deep learning models for varions appli- L3 ik




Deep Learning (22PECO7031T)
Course Contents

Unit 1 04 Hrs.
Introduction to Deep Learning

Overview of Neural Network, Deep learning and himman brain, Why is Doep Lesrning taking off?
Dieep Lenrning applications.

Overview of Tools: Torch, TensorFlow, Keras.

Unit 11 09 Hrs.
Convolutional Neural Network

Introduction to CNNs, Kemnel filter, Principles behind CNNg, Multiple Filters, ONN applications
ConvNet Architectures

Disgenssions on famons convoet architectures; AlexNet, VGG, GoogleNet, ReaNet

Unit T11 05 Hrs.
Hyperparameter Tuning, Batch Normalization

Tuning Process, Using an Appropriate Seale to pick Hyperparameters, Hyperparnmeters Tuning in
Practice: Pandas vs. Caviar, Normalizing Activations in a Network, Fitting Batch Norm into o Neural

Network, why does Batch Norm work, Bateh Norm at Test Time.

Unit IV 10 Hrs.
Sequential models

Introduction to Sequence Models and RNNs, Recurrent Neural Network Model, Backpropagation
Through Time, Different Types of RNNs: Unfolded RNNs, Seq2Seq RNNs, Long Short-Term M-
ory (LSTM), Bidirectional RNN, Vanishing Gradients with RNNs, Gated Recurrent Unit (GRU).
RNN applications, Sequence models and attention mechanisi, Attention over Trnnogges, IIIL'-rrm.']u:u‘J:.l

Attention.

Unit V 10 Hrs.
Adversarial Networks

Introduction to adversarial Networks, Auto encoders (standard, denolsing, contractive, ete.), Varls-
tional Auto encoders, Cenerative Adversarial Networks, Diffusion Models: Basies of Dilfusion models,

Advantages of aver GANs, Popular Diffusion tools: Stable Diffusion, DALL-E, Midjourney. Applica

tions of Adversarial Networks,

]




Unit VI 04 Hrs.
Deep Learning Case Studies
Image Processing, Natural Langnage Processing, Speech Recognition, Video Analvtics

Deep Learning Laboratory (22PECO7T031L)
List of Laboratory Experiments
Suggestod Experiments:
1. Building own Newral Network foom serateh.
2. To implement EBPTA algorithm.
3. Understanding ANN using Tensor Flow,
4. Visvalizing Convolutional Neural Network using Tensor Flow with Keras Data.
6. Object detection using RNN nsing Tensor Flow.

6. Student= are supposed to complete any one mini project not limited to following list of projects.

o Sequence Prediction

o Object Detection

o Traffic Sign Classification

o Automatic Music Generation
o Music Genre Classification

o Text Summarizer

o Gander and Age Detection Using Voice
# Chathot Using Deep Lenrning
o Neural Styvle Transfer

® Face Aging

o Driver Drowsiness Detection
s Language Translator

e Image Reconstruction

Any other practical covering the syllabus topic and sibtapics can be conducted.
Oral examination will be based on the entire syllabus including, the practicals performed

during laboratory sessions,

L}




Text Books:
L. Goodfellow 1., Bengio Y., and Courville A., “Deep Learning”, MIT Press, 2016,

2. Umberto Michelucci, “Advanced Applied Deep Learning: Convolutional Neural Networks and
Ohject Detection”, 2019,

3. Michael Nielsen (Goodreads Author), “Nenral Networks and Deep Learning”, 2015

L. Gulli and Kapoor, “TensorFlow | x Deep Learning Cookbook” . Packt Publishing, 2017,
Reference Books:

L. Yegnanarayans, B., “Artificial Neural Networks™, PHI Learning Pyt Lid, 2000

2. Satish Kumar, “Newral Networks: A Classroom Approach”™, Tata MeGraw-Hill Edneation, 2004,

3. Rail Rojas, “Neural Networks: A Systematic Introduction™, 1006,

4. David Foster, “Generative Deep Learing: Tenching Machines to Paint, Write, Compose, and
Play™, O Relly, 2019,

5. Maxim Lapan, “Deep Reinforcement Learning HandsOn: Apply modern RL methods, with
deep Q-networks, value iteration, policy gradients, TRPO. AlphaGo Zero and more”, Packt
Publishing, 2018.

6. Santann Pattanaya K., “Pro Deep Learning with TensorFlow A Mathematical Approach to
Advanced Artificial Intelligence in Python®, APress, 2017.

Online Resources:

1. NPTEL:
Deep Learning, By Prof. Prabir Kumar Biswas, [IT Kharagpur,
hetps:/ fonlineconrses nptel ac.in /noc22_cx22 preview

2. Coursera:
Deep Learning Specilization, By DeeplLearning. A1
https:/ /www.conrsern.org/ specializations/deep-learning#conrses

12




Final

Year

Program: Computer Engineering Semester: VII
B.Tech,
Software Architecture (22PECO7032T)
Software Architecture Laboratory (22PECO7032L)
Prerequisites: Object Oriented Concepts, Software Engineering,
Course Objective(s):
L. To learn and use the Software Architecture with modern tonks ane technigues,
Course Outcomes:
On completion of the conmse, the learner will be able to:
Blasiis Blooms
co Course Outeomes Descrip-
Level 5
tion
CO1 | Specify and evaluate software architectures L Evaluate
€02 | Select and use appropriate architectural styles. L2 Understand
CO3 | Select and use appropriate software design patterns, L2 Understand
CO4 E:i“m and perform a design review with agile project archi 12 Und nd




Software Architecture (22PECO7032T)
Course Contents

“

Unit-1I 05 Hrs,
Basic Concepts

Coneoprs of Sofewnre Architectire, Models, Processes, Stakeholders,

Designing Architectures:

The Design Process. Architectural Coneeption

Relivead Experionce in Action: Styles and Architoctural Patterns, Architectural Con aption in Ab

senee of Experience

Unit-11 06 Hrs.
Connectors
Connectors in Action: A Motivating Example, Connector Foundations, Connector Itoles, Connec-

tor Types und Their Variation Dimensions, Example Connectors.,

Unit-111 04 Hrs.
Maodeling: Modeling Concepts, Ambignity, Accuracy, and Precision.
Complex Modeling: Mixed Content and Multiple Views, Evaluating Modeling Technigues, Specific

Modeling Techmigues,

Unit-IV 08 Hrs.
Analysis: Analvsis Goals, Seape of Analvsiz, Architectural Concern being Analyzed, Level of For-

mality of Architectural Models, Type of Analysis, Analysis Technigues.

Unit-V 08 Hrs.

Implementation and Deployment

Conceprs, Existing Frameworks, Software Architocture and Deployment, Software Architecture aned

Muability,

Conventional Architectural styles: Pipes and Filters, Event- hased, Lmplicit Invocation, Lavered

systems. Repositories, Interpreters, Procss control.

Unit-V1 07 Hrs.

Agile methodology software architecture

Fundamentals of Agile Architecting: Object Orientation Achieving the Vision, Shortemnings of

the Models, DCLas o new Parsdigm,. DL and Architecture e of i%
/5‘“
sty (O

Hefactoring Software Avchitecture: Coule Hefarturing, Refactoring to Patternd R nnpiete:
:
1 '|, : I
-
\
‘1




ware Architecture in Agile Projects.

Unit-VI1 04 Hrs.
Analyzing Architectures: The ATAM, The CBAM, The World Wide Web,
Moving from one System to Many: Software Product Lines, CelsiugTech (Case Stwdy], JZEE/FIB

(Case Study), Service-Oriented Architecture (SOA) (Case Study).

Software Architecture Laboratory (22PECO7032L)

List of Laboratory Experiments

Suggested Experiments:

2.

4

Modeling nsimg xADL
Visnalization using xADL 2.0

Integrate softwure components using a middlewnre

. Use middleware to implement conmectors

- Wrapper to connect two applications with different architectures
. Creating and analyzing web service

- Domain specific architecture development.

. Case Study on Agile Methodology Architecture

. Case Study on Service-Oriented Architecture (SOA

Oral examination will be based on the entire syllabus including, the practicals performed

during laboratory sessions.

Text Books:

L

2

3

4,

Richard N. Taylor, Nenad Medvidovic, Erie Dashofy, “Software Architecture: Foundations,
Theory and Practice”, [SBN: 07R-0-470- 16774-8.

M. Shaw, “Software Architecture Perspectives on an Emerging Discipline”, Prentice- Hall,
Len Bass, Paul Clements, Rick Kazman, “Software Architectire in Practice”, Pearson,

Mubammad Ali Babar, Alan W. Brown, Ivan Mistrik. “Agile Softwaire Awhitwmn-:ﬁm N
Kaufmann Publisher(s). ISEN: 0780124078857, "




Reference Books:
1. Frank Buchnan etal, “Pattern Oriented Software Architecture”, Wiley India.

2. Stephen T. Alhin, “The Art of Software Architecture”.

(1




Program: Computer Engineering

Final
B.Tech.

Year

Semester: VII

Predictive Modelling (22PECOT033T)

Predictive Modelling Laboratory (22PECOT7033L)

Premquisites: Dt Mining, Python programmning.

Course Objective(s):

L. To learn, how to develop medels to predict eategorieal and contimions mutcomes.

2. To ndviee on when and how to use each model. Also learn how to combine twer or more models
to improve prediction and use the predictive analytics to aid in decision making

Course Outcomes:
On completion of the course, the learner will be able to:

urse n— Blooms| Blooms

" | e uton; Level | Description
Understand the process of formmlating business ohjectives,
data selection/collection, preparation and process to suc- .

con cessfully design, build, evaluate and implement predictive L2 Ui i
models for various business applications.
A y * twirk, i

co2 ppi}iregmminn nenral network, decision tree in predictive L3 Ajnie
modeling
Model pssessment and compare the underlying predictive

003 modeling techniques.. 14 Kaente




Predictive Modelling (22PECO7033T)
Course Contents

Unit-1 05 Hrs.
Introduction: ldentifying the business problem, Designing the model. Preparing the daa Selecting

features, How to choose o model, Interpreting the eutput, Sharing the output.

Unit-11 05 Hrs.

Working with Data: Understanding and Preparing the Data, Retrieving dita from differint sonres.
Visunlizing the data soed foding the redutionship nmong the data variables, Handling e nyissing duta,
Applying distributions and smnmary statistics. Applyving Segmentation, Sampling. Omtlier analysis,

Aggregating the data.

Unit-IT1 08 Hrs.
Prediction Methods and Models: Mathematical Methods, Distance Methods. Logic Methods,
Madern heuristic Methods, Additional considerations, Evaluation of Models, Hybrid Svstems for [re-
diction, CRISP-Data Mining, Applying to Marketing Campaigns. Mamufacturing, Investiment Strate
gies, Emergency Response Services, Credit Card Frand

Developing and Using Models: Model selection for data, Model development, Model evaluation
and validation, comparing and combining models, Deploying Model, Assessing Model Porformance,
Updating a model,

Unit-IV 06 Hrs.
Building Decision Tree model to predict Response and Risk Overview of Decision tree and development

of decision tree, cultivating decision trees, optimizing the complexity of decision trees, understanding

additional diagnostic’tools

Unit-V 10 Hrs.
Predictive Modeling with Neural Networks and Regression: Introduction to neuralnetwork
models, Neural Network model to predict loss frequency in Auto Insurance, Comparison of alternative
built in architectures of the Neural Network node.

Regression: Regression using exploratory data analysis, producing correlations, nnderstanding the
concepts of multiple regression, building and interpreting maodels, describing all regression technigues,
exploring stepwise selection technigues, Logistic regression for predictive response to a muail Can-

paign, Regression for a cantinions target




Unit-V1 05 Hrs.
Comparing and combination of different Models: Introduction, Models for Binary targets,
Models for Ordinal Targets, Comparison of all three sccidents risk models, Boosting nnd combining

predictive models, comparing the maodels,

Predictive Modelling Laboratory (22PECO7033L)
List of Laboratory Experiments
Suggested Experiments:

L. Case Study: Idenrify types of data, Duta cleansing and interpreting the duta from dara visaal
i b | g

tention.

2. Relationship between attributes: Covarianece, Correlation Coeflicient, Chi Square, Measure of
Distribution (Skewness and Kurtosis), Box and Whisker Plot (Box Plot and its parts. Using

Box Plots to compare distribmtion) and other statistical graphs.
3. Applying statistical distributions and outlier analysis on dats to summarize the data.

1. Applications of Time Series in financial markets to find Moving Avernges, Trend, Cyelical and

Sessonal analysis,
5. Case study to demonstrate and build a Decision tree.
6. Demonstration of Predictive Modelling using Regression.
7. Demonstration of Predictive modelling using Neurnl Network.
8. Mini Project,

Any other practical covering the syllabus topics and subtopics can be conducted.
Oral examination will be based on the entire syllabus including, the practicals performed
during laboratory sessions.

Text Books:

L. D. Abbott, Applicd Predictive Analytics: Principles and Techniques for the Professional Data
Analyst, 15t ed., Wiley, 2014,

2. Z. Michalewicz, M. Schmidt, M. Michalewicz, and C. Chiriac, Adaptive Business Intelligence,
Ist ed.. Springer, 2006 (softcover reprint 2010},

3. Applied Analytics Using SAS Enterprise Miner, SAS Institute Inc.
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Reference Books:

1. K. 8. Sarma, Predictive Modeling with SAS Enterprise Miner: Pmctical Solutions for Business
Applications, 2nd ed., SAS Institute, 2013.

2. E. W. Frees, G. Meyers, and R.A. Derrig (Eds.), Predictive Modeling Applications in Actuarial

Seience: Volume 2, Case Studies m Insurance, Cambridge University Press, 2014,
3. K. P. Murphy, Machine Learning: A Probabilistic Perspective, 2ud ed., MIT Press, 2021,

4. Prodietive and Advanced Analytics, IBM ICE Publieation, latest availuble wdition],

Online Resources:

l. Coursera: Regression Modeling Pundmmentals
https:/ /www.conrsern.org/ lenm /regression-modeling-sas

2. Coursera: Predictive Modeling with Logistic Regression using SAS
htt;m:f_."w\m.::wlmm.urgf]aa.mf'mmuﬂntiw»mudeling-maingalugisﬂcumgrm&m
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. Final Year
Program: Computer Engineering B I";fhch Semester: VII
Software Testing and Quality Assurance (22PECO7034T)
Software Testing and Quality Assurance Laboratory (22PECOT034L)
Prerequisite: Software Engineering.
Course Objective(s):
L. To imderstand practices that support the production of quality software.
2. To determine and e software testing tochnigues amd qprality musdels.
3. To identify & evahiate defects, test cases, and test resilts,
4. To determine strategies for units, integration, svstem, ani neceptanes testing,
Course Outcomes:
On completion of the course, the learner will be able to:
Bio Blooms
CoO Course Outcomes e Descrip-
Level
tion
col Use varions Software testing techniques to produce quality soft- L3 Al
wikre
CO2 | Identify Learn Life-cycle models for requirements. L1 Remember
Co3 Design pr:um madels for units, integration, system, and accep- L6 Crasta
tance testing.
CO4 | ldentify varions Quality Models, Ld Analyze




Software Testing and Quality Assurance
(22PECO7034T)
Course Contents

“
Unit-1 04 Hrs.

Introduction: Software Quality, Role of testing, verification and validation. objectivis ud issues
of testing, testing activities md levels, Sonrcess of Information for Test Case Selection, Intraduction
to Testing technigues, Introduction o Testing stratesies, Test Planming and Design, Manitoring s

Measuring Test Exoentlon, Test Tools and Automation. Test Team Organization and Manneemnent,

Unit-11 08 Hrs.
System testing techniques and strategies

Unit Testing: Concept of Unit Testing. Static Unit Testing, Defect Prevention, Dvnnmic Unie Test-
ing, Mutation Testing, Debngging, Unit Testing in extreme Programming.

System Integration Testing: Concept of Integration Testing, Different Types of Interfaces and
Interface Errors. Groomlarity of Svstem Integration Testing, Svstem Integration Techniques, Softwire
anel Hardware Integration, Test Plan for System Integration, Off-the-Shell Component Integration,
OfF-the-Shell Component Testing, Built-in Testing.

Acceptance Testing: Types of Acceptance Testing, Acceptance Criteria, Selection of Acceptiance
Criteria, Acceptance Test Plan, Acceptance Test Execution, Acceptance Test Report, Acceptance

Testing in extreme Programming.

Unit-T11 10 Hrs.
Control Flow Testing: Outline of Control Flow Testing, Control Flow Graph, Paths in a Control
Flow Graph, Path Selection Criterin, All-Path Coverage Criterion, Statement Coverage Criterion,
Branch Coverage Criterion, Predicate Covernge Criterion, Generating Test Input, Exnmples of Test
Dita Selection.

Data Flow Testing: Duta Flow Anomaly, Overview of Dynamic Data Flow Testing, Data Flow
Craph. Data Flow Terms, Data Flow Testing Criteria, Comparison of Data Flow Test Selection Cri-

terin, Feasible Paths and Test Selection Criteria, Comparison of Testing Techniques.

Unit-1V 10 Hrs.
System Test Categories: Busic Tests, Functionality Tests, Robustness Tests, Interoperability Tests,
Performunce Tests, Sealability Toests, Stress Tests, Load and Stability Tests, Reliahility Tests, Regres
ston Tests, Documentation Tests.

System Test Execution: Preparedness to Start Svstem Testing, Metries for Tracking §

Matrie= for Momitoring Test Exoention, Beta Tisting, First Chistomer Shipment, Syste



Product Sustaining, Messuring Test Effectiveness,

Functional Testing: Equivalence Class Partitioning, Bonndary Value Analysis, Decision Tables,
Random Testing, Error Cuessing, Category Partition,

System Test Design: Test Design Factors, Requirement ldentification, Characteristics of Testable
Requirements, Test Design Preparedness Metrics, Test Case Design Effectivencss.

Unit-V 06 Hrs.
System Test Planning and Automation: Structure of a System Test Plan, Introduetion and
Feature Description, Asswnptions, Test Approach, Test Suite Strocture, Test Enviromment, Test
Execution Strategy, Test Effort Estimation, Sclieduling and Test Milestones, Svstem Test Automa
tion, Evaluation and Selection of Test Automation Tools, Test Selection Guidelines for Automation.
Characteristics of Automated Test Cases, Structiure of an Antomated Test Case, Test Antomation

Infrastructure.

Unit-VI 04 Hrs.
Software Quality: Five Views of Software Quality, MeCall's Quality Factors and Criterin, Qunlity
Factors Quality Criteria, Relationship between Quality Fuctors and Criteria, Quanlity Metrics, 150
9126 Quality Characteristics, ISO 9000:2000 Software Quality Standard 1S0O 9000:2000 Fundamentals,
IS0 9001:2000 Reguirements.

Software Testing and Quality Assurance Laboratory (22PECOT034L)
List of Laboratory Experiments
Suggested Experiments:
1. Prepare a test case verification document for a given scenario
2. Detailed Test Plan in IEEE format for given case study
3. White Box Testing on Units/Modules of Income Tax Caleulator
4. Black Box Testing on Units/Modules of Income Tax Calculator
5. To design test cases for given problem statement based on Decision Table Testing tethod
6. Study of Automation Software Testing with JUnit
7. To study software Automation Testing with JMeter
8. Ta study software Automation Testing tool WinRumner for Setting Up the GUI Map
9. To studky softwnre Automation Testing tool WinRwner for Checking GUI (Whjer
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10. To study software Automation Testing tool WinRunner Creating Data-Driven Tests

Any other practical covering the syllabus topics and suhtopics can be conducted.
Oral examination will be based on the entire syllabus including, the practicals performed
during laboratory sessions.

Text Books:

I. Sagar Naik. University of Waterloo, Piva Tripathy, “Sofrware Testing and ity Assurance:

Theory and Practice™, 9'" Edirion. Wilev, 2008

2. Roger Pressonm, “Software Enginvering: A Practitioners Approach”™. MeGraw-Hill Puhlications,

2011.
Reference Books:
1. William Perry, “Effective methods for Software Testing”, Wiley,
2. Paul C. Jorgensen. "Software Testing - A Crafrsimnns A prroach”™. CRC Press, 1995,
3. Rajnikant Puranik, “The Art of Creative Destruetion™, SPI.
4. Srinivasan Desikan and Gopalaswamy Ramesh, “Softwire Testing”, Pearson Education 2006,
5. Louis Tamres, “Introducing to Software Testing”, 1%* Edition, Addison Wesley Publications.
6. Glenford J. Myers, John Wiley & Sons, “The Art of Software Testing”, 14979,

7. Robert V. Binder, “Testing Object-Oriented Systems: Models Patterns and Tools™, Addison

8. Boris Beizer, Van Nostrand Reinhald, “Softwire Testing Techniques”, 2" Edition, 1990,

9. Daniel Galin, “Software Quality Assirance”, Pearson Education.




Program: Computer Engineering

Final

Year
B.Tech.

Semester: VII

Big Data and Cloud Infrastructure Laboratory (22PCCOT040L)

Prﬂmquisit.es: Database Management Svstem, Python Lahoratory.

Course Objective(s):

L. T dauip students with hands-on experience in designing. deploving, and managing cloved-hased
infrastructure using industry-standard tools and platforms.

2. To enable students to implement and configure distributed data processing systems including
Hadoop, Spark, and streaming solutions for handling large-seale darasets.

3. To train students to create complete data processing workflows from ingestion to storage, pro-
cessing, analysis, and visnalization in clond environmenta.

1. To apply infrastructure-as-code methodologies and implement robust security mensnres for
elomd-based hig dati applications,

Course Outcomes:
On completion of the course, the learner will be able to:

C0O | Course Outcomes Blooms| Blooms
Level Description
CO1 | Successfully architect and implement sealable cloud infras- | 1.2 Understand
tructure for big data applications using services from major
clond providers,
CO2 | Apply distributed computing frameworks to efficiently an- | L3 Apply
alyze and transform large datasets using both batch and
real-time processing technigques,
CO3 | Create antomated provisioning, deployment, and sealing so- | L6 Create
lutions for complex big data systems using infrastructire
as-coide tools,
CO4 | Configure comprehensive security controls and monitoring | LG Crente
solutions for big data applications while optimizing perfor-
mance and resource utilization,




Big Data and Cloud Infrastructure Laboratory

22PCCO’?’O4[}L)
ourse Contents

“

Unit-1

Cloud Fundamentals and Storage

Introduction to hig data concepts and cloud computing plattorms
e Setting up clond environments { AWS [ Azre/GCP)

o Working with eloml starnge solitions 153/ Blob Srorage/GOS)
¢ Data transfer protocols amd management technigues

® Storage optimization, seenrity, and sccess cotril

o Cost Managemont: cost monitoring tools and budgeting strategios

Unit-11

Virtualization and Container Orchestration
e Virtual machine deployment and manngement

* Docker containerization for hig data applications
® Container orchestration fandamentals

* HDFS architecture and implementation

* Basic MapReduce paradigm and application

Unit-II1

Distributed Processing Frameworks

¢ Adwanced Hadoop ecosystem components

* YARN resource management

¢ Apache Spark architecture and “programming

s RDD operations and Spark SQL

» Stream processing with Kafka/Kinesis and Spuirk Streaming

* Building end-to-end data pipelines

Unit-1V

Cloud-Based Data Management

» NaSQL database deployment (MongoDB, Cassandra)
e Data modeling for distributed environments

» Clond data warehousing salutions

o ETL processes in clond envirommenis

* Annlvtics and visnalization platform

04 Hrs.
04 Hrs.
06 Hrs.
04 Hrs.
- ": ‘H_-I'ﬁ : ‘h‘:‘ .
A 'CJ,-,"
S 2\



Unit-V 04 Hrs.
Advanced Cloud Technologies

o Machine lemrning on distributed systems

» Model training and deployment at scale

® Infrastrocture as Code with Terraform

o Configuration management with Ansible

o C1/CD pipelines for infrastroacture ol applications

Unit-VI1 04 Hrs.

Security, Monitoring, and Project Implementation

o [dentity and nocess munagement in clond environments

o Network security configuration

o Monitoring and loggring solutions

e Performance optimization techniques

List of Laboratory Experiments

Suggested Experiments:(Any 10)

2,

3.

B,

1.

1.

12,

Configure cloud provider accounts and create resource Eroups.
Implement data storage strategies using ohject stornge.

Create Docker images for Hadoop and Spark environments.

- Implement container orchestration for distribnted applications.
. Configure and operate HDFS clusters.

- Develop MapReduce applications far data processing.

- Process structured and mmstructured data using Spark RDDs:

- Implement SparkSQL for complex data transformations.

Deploy and configure MongoDB and Cassandra clusters.
Implement CRUD operations and analyze performance,
Design and implement ET1 workflows.

Preprocess large datasets for ML using distributer eompnting.

Train M1, 1meslels an el infrnstret e




14. Develop Terraform scripts for infrastructure provisioning,

15, lmplement Ansible playbooks for configuration management.
16. Configure identity and access management policies.

17. Implement network security controls and encryption.

18, Tmplement data pipelines across rmltiple services.

Oral examination will be based on the entire syllabus including, the practicals performed
during laboratory sessions.
Text Books:

I. *Hadoop: The Definitive Guide” by Tom White, 4" Edition, 2015, O'Reilly Media, ISBN:
97E- 1491901632,

2. “Learning Spark: Lightning-Fast Data Analytics™ by Jules Diamji, Brooke Wenig, Tatha-
gata Das, and Denny Lee, 2™ Edition, 2020, O'Reilly Media, 1SBN: 078 1492050049,

3. “Data Science on AWS" by Chris Fregly and Antje Barth, 1*' Edition, 2021, O'Reilly Media,
ISBN: 978-1492070385.

4. “Designing Data-Intensive Applications™ by Martin Kleppmann, 1** Edition, 2017, O'Reilly
Madia, ISBN: 978-1449373320.

5. #*Cloud Native DevOps with Kubernetes® hy John Arundel and Justin Domingus, 1%
Edition, 20198, O'Reilly Media, 1ISBN: 978-1492040767.

Reference Books:

I. *Cloud Computing Black Book™hy Kailash Jayaswal, Jaganmath Kallakuarehi, Donald J.
Houde, Dr. Deven Shah, 1st Edition, 2014, Dreamtech Pres, ISBN: 9780351 184187 .

2. *Cloud Computing: A Practical Approach for Learning and Implementation”™ A.
Srinivasan, J. Suresh, Pearson, 2014, ISBN: 9788131776513 .

3. “Infrastructure as Code: Managing Servers in the Cloud” by Kief Morris, 2nd Edition,
2020, O'Reilly Media, ISBN: 978-1098114671.

4. “Kafka: The Definitive Guide™ by Neha Narkhede, Gwen Shapira, and Todd Puline, 2nd
Edition, 2021, O'Reilly Media, 1SBN: 978 1492043080, -"T "




5. “NeSQL Distilled: A Brief Guide to the Emerging World of Polyglot Persistence™
by Pramod J. Sadalage and Martin Fowler, 1st Edition, 2012, Addison-Wesley Professional,
ISBN: 0780321 826626.

6. “Docker: Up & Running® by Sean P. Kane and Karl Matthias, 3rd Edition, 2022, O Reilly
Media, ISBN; 978- 1008131821,

7. “Terraform: Up & Running” by Yevgeniy Brikman, 3nd Editien. 2022, O Reilly Media,
[SBN: O78- 10081 16743
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Final Year

B Tech. Semester: VII

Program: Computer Engineering

Product Life Cycle Management (220ECO7051T)

Prerequisite: Knowledge of hasic concepts of Management.
Course Objective(s):

1. T fmilinrize the students with the need, benefits and components of PLA
2. To aequnint students with Produet Dara Munagement & PLM strategios,

3. To give insights into new product development program and guidelines for designing and devel-
oping a product.

4. To familiarize the students with Virtual Product Development.

Course Outcomes:
On completion of the conrse, the learner will be able to:

Blooms| Blooms

h
- Course Outcomes Level | Description

Gain knowledge about phases of PLM, PLM strategies and

CO1 | methodology for PLM feasibility study and PDM implemen- | L2 Understand
tation
histrate varions approaches and techniques for designing

Co2 and developing products, 13 Apply
Apply product engineering guidelines / thumb rules in de-

CO3 | signing products for moulding, machining, sheet metal work- | 1.3 Apply
ing ete.

oM Acquire knowledge in applying virtual product development 14 Anatie

toals for components, machining nd manufacturing plam,




Product Life Cycle Management
(220ECO7051T)
Course Contents

e e

Unit-1 09 Hrs.

Introduction to Product Lifecyele Management {(PLM): Produet Lifeeyvele Manmeement (PLAM).
Need for PLM, Product Lifecycle Phases, Opportunities of Globalization, Pre-PLM Envitaument.

PLM Paradigm, huportanee & Benefits of PLM, Widesprend Impaect of PLA, Focus and Apphicoation,

A PLM Project, Starting the PLM Initiative, PLM Applicarions.

PLM Strategies: lndustrial strategies, Strategy elements, its identifieation, selection snd T

mentation, Developing PLM Vision and PLM Strategy. Chunge management for PLAM

Unit-1I1 08 Hrs.
Produet Design: Product Design and Development Process, Engineering Design, Organization il
Decomposition in Product Design, Typologies of Design Process Models, Reference Model. Pre sl
Design in the Context of the Product Development Proces, Relation with the Developiment Process
Planning Phase, Relation with the Post design Planning Phuse. Methodological Evolution in Prod
uct Design, Concurrent Engineering, Characteristic Features of Concurrent Engineering, Concurrent
Engineering and Life Cycle Approach, New Product Development (NPD) and Strategies, Product
Configuration and Variant Management, The Design for X System, Objective Properties and Design
for X Toals, Cholee of Design for X Tools and Their Use in the Design Process,

Unit-111 08 Hrs.
Product Data Management (PDM): Product and Product Data, PDM systems and importance,
Components of PDM, Reason for implementing a PDM svstem, financial Justification of PDM, Lar-
riers to PDM implementation.

Virtual Product Development Tools: For components, machines, and mamsfacturing plants, 3D
CAD systems and realistic rendering techniques, Digital mock-up, Model building, Mode! mnalysis,

Modelling and simulations in Product Design, Examples/Case studies,

Unit-1V 07 Hrs.
Integration of Environmental Aspects in Product Design: Sustainabile Development Design
for Environment, Need for Life Oycle Envirommental Strategies, Useful Life Extension Strategies.
End-of-Life Strategies, Introduction of Exvironmental Strategies into the Design Process, Life Cyelo

Envirommental Stratogies and Considerations for Product Diessigm.
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Unit-V 07 Hrs.
Life Cycle Assessment and Life Cycle Cost Analysis: Properties, and Framework of Life Cycle
Assessment, Phases of LCA in 150 Standards, Fields of Application and Limitations of Life Cycle
Assesament, Cost Analvsis snd the Life Cyele Approach, General Framework for LOCA, Evolution of
Models for Product Life Cyele Cost Analvsis.

Text Books:

L. John Stark. “Product Lifecyvele Mansgement: Paradigm for 21% Centwry Prodiuct Realization”

Springer-Verlng, 2004,

2. Guido La Rosa, Antonino Risitano, Tavlor & Francis, “Product Design for the environment- A

life cvele appronsch™. Fabio Gindice, 2000,
Reference Books:

l. Saaksvuori Autti, lmmonen Anselmie, “Product Life Cyole Management” Springer, Dreamtoech,
2009.

2. Michael Grieve, “Product Lifeevele Management: Driving the et generation of lean thinking”,

Tata MeGraw Hill, 20006.

3. Frangois Villeneuve, Luc Mathieu, Max Giordano. “Product Life-Cyele Management: Geomet-
ric Variations™, Wiley, 2010.
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Program: Computer Engineering gin'fih - Semester: VII

Management Information System (220ECQO7052T)

Prerequisite: Kuowledge of basie concepts of Management
Course Objective(s):
Lo The conrse 15 blened of Management and Technieal fielid

2. To diseuss the roles played by information technology in today's business and define various
technology nrchitectures on which information svstems are il

3. To define and analyze typieal functional mformation systems and identily low they teet the
needs of the firm to deliver efficiency and competitive advantage.

4. Ta identify the basic steps in systems development.

Course Outcomes:
O completion of the conrse, the learner will be able to;

Blooms| Blooms
C
O | Course Qutcomes Level | Description
cOl Explain how information systems Transform Business, 1.2 Understand
S ? : %
o ir:?:tify the impact imformation systems have on an organi- L3 Apply
ion.
co3 Describe [T infrastructure and its components and its cur- L2 Uik
rent tremds.
Understand the principal tools and technologies for access-
C04 | ing information from databases to improve business perfor- | L2 Understand
mance and decision making.
Cos Identify the types of systems used for enterprise-wide knowl- 13 Kiisie
edge management and how they provide value for husinesses. PRl
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Management Information System
(220ECO7052T)
Course Contents

e e e e
Unit-1 03 Hrs.

Foundation Concepts: Information Systems in Busines, Funetional Arvea Information Svstem
The Components of Information Systems, Impact of IT an organizations and = wiety, Organizotionnl

Strategy, Information syetems for strategic advantage.

Unit-11 07 Hrs.
Information Technologies: Hardware nnd Software

Computer Systems: End User and Enterprise Computing

Computer Peripherals: [nput, Output, and Storage Technologies

Application Software: End User Applications

System Software: Computer Svstern Management

Data Resource Management: Technical Foundations of Database Muonagement, Managing Data
Resources, Big data, Data warehouse and Data Marts, Enowledge Management

Networks: The Networked Enterprise (Wired and wireless), Pervasive computing, Clond Computing

mindels

Unit-II1 08 Hrs.
MIS Tools and applications for Decision making: ERP und ERP support of Business Process
Reengineering,

Business intelligence (BI): Managers and Decision Making, Bl for Data annlyvsis and Visualization,
Artificial Intelligence Technologies in Business

Unit-TV (06 Hrs.
Security and Ethical Challenges: Security, Ethical, and Societal Challemges of 1T Security M

agement of Information Technology.,

Unit-V 07 Hrs.
Sacial Computing (SC): Web 2.0 and 3.0, SC in business-shopping, Marketing, Operational and

Analytic CRM, E-business and E-commnerce - B2B B2C. Mobile COTITOTee

Unit-VI 08 Hrs.

Information System within Organization: Aveuiring Information Svstems and r’n'uph;mijym-a:

{ -

Virions System Ll+r-,1r1u1|.1||.r-||r fife vl mpoelicls o & vy
i

¥
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Enterprise and Global Management of Information Technology: Managing Information Toch-
nology, Managing Global IT.

Reference Books:

L. Jumes A O'Brien, George M., Ramesh Behl, “Management Information Systems”, 11'™ Edition,

Tuta MeGraw Hill, 20019,
2. Kelly Rainer, Brad Prince, "Muanagement Information Systems™, 24 Edition, Wiley, 2013,

3 K.C. Landon and L Loandon, “Management Information Systems:  Managing the Digital

Firm™, 10" Edition, Prentice Hall, 2007,

1. D Boddy, A Boonstra, “Managing Information Svstems: Strategy and Orgunization™, Prentice

Haull, 20038,
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Final Year

B.Tecl Semester: VII

Program: Computer Engineering

Operations Research (220ECO7053T)

Prerequisites: Basic Knowledge of Algebra. Probability and Statistics.

Course Objective(s):
I. To formilate a real-world decision problem as a mathematical programming model.

2. To learn the mathematical rools that are employerd 1o solve mathematical pregramming models,

Course Outcomes:
On completion of the course, the learner will be able to:

CO | Course Outcomes Blooms| Blooms
Level | Description
COl | Convert a real-world prablem into a Linear Programming | L3 Apply

Problem and analyse the solntion obtained using Simplex
method or other algorithms.

CO2 | Identify real-world problems as Transportation Problem and | L3 Apply
Assignment Problem and solve the decision problem by
choasing appropriate algorithm.

CO3 | Identify the decision situations which vary with time and | L4 Analyze

analyse them using principle of dynamic programming to
real life situations,

CO4 | Explain reasons of formation of quenes, classify various | L4 Analyze
queuing systems and apply parameters defined for various
quening systems for decision making in real life situations.

COb6 | Understand the concept of decision making in situation of | L5 Evuluate
competition and recommend strategies in case of two-person
ZOTO T GAInes.

COG6 | Describe concept of simulation and apply Monte Carlo Shn- | 1.3 Apply
ulation technigue to systems such as inventory, guening and
recommend sohitions for them,

COT | Understand need for right replacement policy and determine | 1.3 Apply
optimal replacement age.

an




Operations Research (220ECO7053T)
Course Contents

Unit-1 10 Hrs.

Introduction to Operations Research: Concept of decision making. Definition of OR. Formula-
tion of decision problem s OR model, Concept of Optimization,

Linear Programming Problem: Mathematical Fornmlation. Finding optimal solution - Graphical
method, Simples Method, Big Mamethod, Two Phise Mothod

Dualicy, Primal - Dual constroction, Svimmetrie nnd Asvmmetrie Dual, Dol Siamples Mothodd

Unit-11 08 Hrs.
Assignment Problems: Mathematical Formulation, Finding optimal solution - Humgarian Method
Transportation problem: Mathematical Formulation, Finding initinl basic fensible solution -
Northwest corner rule, row minima, cobunn minima, least cost method and Vogel's npproximation
method

Optimality test: the stepping stone method and MODI et hod.,

Improving the solution.

Unit-TI1 05 Hrs.
Dynamic Programming: Bellman's Principle of optimality - Applications of dynamie programming-
Employment smoothening problem, capital budgeting problem, shortest path problem, cargo loading
problem

Unit-IV 10 Hrs.
Queuing Models: Characteristics of quening models.

Single Channel - Single and multi phase servers, Poisson arrivals, exponential service tme - with
infinite population and finite population models — with infinite and finite capacity,

Multicharmel - Single phase server - Poisson arrivals, exponential serviee time with infinite popula-
tion.

Game Theory: Introduction. Minimax and Maximin Criterion ane aptimal strategy. Solution of
games with saddle points, rectangular gamies without saddle points - 2 x 2 games, dominance princi-
ple.

Appraximate methods - Iterative method, m x 2 and 2 % 0 games -Graphical method and method of

sub-games.

Expressing game ns LPP.




Unit-V 06 Hrs.
Simulation: Defimition. Types of simulation models. Monte Carlo simulation technique. Applica-
tions of kimulation - Inventory and Qunening problems. Simulation Languages.

Replacement Models: Replacement of items that deteriorate with time - when monev value is not
connited and covnted, Replacement of items that fail suddenly - individual and group replacement

policy.

Text Books:

L b K. Sharma, “Operations Research: Theory & Applications™, 6'™ Edition, New Delhi: Trinity

Press (un imprint of Laxmi Publieations), 2017.

2. P. K. Gupta and D. 8. Hira, “Operations Research”, 7P Feition, New Delli: S.Chand, 2022

Reference Books:
LI A Taha, Operntions Research: An Introduction, 108" Edition, Pearson, 2016.

2. A, Ravindran, D). T. Phillips, and J. J. Solberg, Operntions Research: Principles and Practice,
2" Edition, John Wiley & Sons, 1901,

3. F. §. Hillier and G. J. Lieherman, Introduction to Operations Research, 11™ Edition, Tata
McGraw Hill, 2024.

1. Pradeep Prabhakar Pai, Operations Research: Principles and Practice, 1** Edition, Oxford
University Press, 2012,

5. R. Panmeerselwam, Operations Research, 2*% Edition, PHI Publications. 2006.

. A. M. Natarajan, P. Balasubramani, and A. Tamilarasi, Operations Research, 2™ Edition,

Ponrson Fdueation, 2014,

7. Kanti Swarup, P. K. Gupta, and Man Mohan, Operations Research, Sultan Chand & Sous.




Final ¥
Program: Computer Engineering B.Tech “ar | Semester: VII

Cyber Security and Laws (220ECOT70547T)

Prerequisite: Knowledge of hasic concepts of security,

Course Objective(s):

L. To understand and identify differont tvpes evbercrime and cxhor offonces

[ 2]

o T recognized Indian IT Act 2008 and its lntest pmendments.

3. To learn varions types of secnrity standards complinmess.

Course Outcomes:
On completion of the course, the learner will be nble to:

Blooms| Blooms
CO | Course Outcomes Level Deseription
col iUndt-.n:'Lt.anri l.hl.? differsnt tyvpes of evbererimie and security 12 Unidsestaind
issues: in E-Business,
Analyses different types of cyber threats and techniques for
co2 sty : L4 Analyze
CO3 Explnm the lega.l l‘ﬂqtl.ll:l!IﬂEms and standards for eyber se- L4 -
curity in various countries to regulate cyberspace. -
Impart the knowledge of Information Technology Act and
CO4 | legal frame work of right to privacy, data security and data | L2 Understand
protection.

B 11|




Cyber Security and Laws (220ECO7054T)
Course Contents

Unit-1 10 Hrs.
Introduction to Cybererime: Cyber Crime, Cvher Law, Cvher Security, History of Cyber Crime,
Hacking, Data Theft, Cyber Terrorism, Virog tnd Worn's, Email Bombing, Pornography, online
gmmbling, Forgery, Web Defacements. Webh Jacking, Hegal online Selling. Cyber Defamation, Soft-
ware Piracy. Electronics) Digital Signanure. Plishing. Password Cracking, Koy loggers and Spywares,
Steganography, DS and DDoS attacks, SQL Injection, Buffor Over Flow,, Phishing Identity Theft

(12 Theft) How eriminal plan the attacks, Social Engineering, Cyvher stalking.

Unit-11 06 Hrs.
Cyber Threats Analysis: Knowledge of Dynamic and Deliberate Targeting, Knowledge of Indica-
tions and Warning, Knowledge of Internal Tacties to Auticipate and for, Evmilate Threat Capabilities
and Actions, Knowledge of Key Cyber Threat Actors and their EquitisKnowledge of Specific Target

Identifiers and Their Usige.

Unit-111 06 Hrs.
Electronic Business and legal issues: Evolution and development in Ecommerce, Policy Frame-
works for Secure Electronic. Business, paper vs paper less contracts, E-Commerce models- B2B, B2C,
E security. E- Payment Mechanism; Payment through card system, E-Cheque, E-Cash, E-Payment

Threats and Protections, Security for BE-Commerce.

Unit-IV 08 Hrs.
Indian IT Act : Cyber Crime and Criminal Justice, Penalties, Adjudication and Appeals Under
the I'T Aet, 2000, IT Aet. 2008 and its Amendments

Security aspect in eyber Law:

The Contract Aspects in Cyber Law . The Security Aspect of Cyber Law, The Intellectual Property

Aspect in Cyber Law ,The Evidence Aspect in Cyber Law  The Criminal Aspect in Cyber Law,

Unit-V 09 Hrs.
Security Industries Standard Compliances: IT Security v/s IT Compliance. Cyher Security
Standards, critical security controls for evber sscurity, GRC {Governance, Risk Mavagement, aned
Compliance), SOX, GLBA, HIPAA, ISO/IEC 27001, NIST Cyher Security Frmmework (CSF), PCIL-
DSS.

OWASP Top Ten Project, GDPR (Genernl Data Protection Regulation). NIST (National

of Standards and Tochmalosv i, CF% 1 wmirtrnls (Cmrer for Torermer Seeariey Controls)

Iy




Reference Books:

L.

2,

=]

Nina Godbole, Sunit Belapure, “Cyber Security™, Wiley India, New Delhi, 2012

Suresh T. Vishwanathan, “The Indian Cyber Law”™, 3™ Edition, Bharat Law House, New Delhi,
k2.

. “The Iformation Technology Act, 20007, Bare Act- Professional Book Pablishers, New Dellii.

2022,

- Amup K. Ghosh, “E-Commerce Security and Privacy”™, Springer Science and Business Media,

20m2.

+ lzzat Alsmadi, “The NICE Cyber Security Framework Cyber Security Intelligence and Analyt-

ies", 1% Edition, Springer, 2019.

. Advoeate Prashant Mali, “Cyber Law & Cyber Crimes”, 2™ Edition, Snow White Publications.

Mumbai, 2015,

- Nina Godhole, “Information Systems Security”, 2™ Edition, Wiley India, New Delhi, 2017,

- Kemnetch J. Knapp, “Cyber Security & Global Information Assurance”, Information Seience

Publishinig.

- William Stallings, “Cryptography and Network Security”, 8'™ Edition, Pearson Publication,

2023

Web Resources:

4

2.

The Information Technology ACT, 2008 TIFR: httpes://www.tifrh.res.in

A Compliance Primer for IT professional:

https:/ /www.sans.org/reading-room  whi topapers/compliance/compliance-primer- professionls-
33538




Program: Computer Engineering g“;:ih Xne Semester: VII

Personal Finance Management (220ECOT055T)

Prerequisites: Basic Knowledge of Algebra, Probability and Statisties
Course Objective(s):
L. To create awnrenvss and sdueate consotiers on mecess 1o finaneinl services.

2. To make the students understand the basic concepts, definitions and terms related (o direct
taxation.

3. To help the students compute the Goods and Service Tax (GST) pavable by o supplier after
considering the eligible input tax credit.

4. To fumilarise the students with microfinance for sccelerating the expansion of local microbwsi-
THEsRaes.

Course Outcomes:
On completion of the course, the learner will be able to:

Blooms| Blooms

(8]
CO | Course Outcomes I iption

Use a framework for financial planning to understand the

o overall role finances play in his/her personal life. b Apply
Compute income from salaries, house property, husi

CO2 | ness/profession, capital gains and income fram other | 1.3 Apply
SOMTCes,

cos | Compute the amount of CGST, SGST and IGST payable 13 Aok

after considering the eligible input tax credit,

CO4 | Understand how Microfinance can help in financial inclusion. | 1.2 Uniderstand




Personal Finance Management
(220ECOT7055T)
Course Contents

Unit-1 07 Hrs.
Overview of Indian Financial System: Characteristios, Components and Funetions of Finaneial
System. Financial nstrments and Finnneial Markets, Financial inelusion,

Introduction to Personal Finance: Person Financial Planiing in Action, Money Mobogement
Skills. Taxes in Your Financial Plan, Sovings nnd Pavment Services. Consrner Cresdit: Advanrages,

Disacdvantages, Sonrces and Closts,

Unit-11 07 Hrs.
Personal Financial Management :

Loans: Home. Car, Edueation. Personnl. Loan against property and Jews!| loan,

Insurance: Types of lsurance - ULIP and Term: Health and Disability Income Insurance, Life In-
RUTH IO,

Investment: Investing Basics and Evaluating Bouds, Investing in Stocks and Investing in Mutual

Funds, Planning for the Future

Unit-111 07 Hrs.
Income Tax Act Basics : [ntroduction to Income Tax Act, 1961,

Heads of Income and Computation of Total Income and Tax Liability:

Income and Computation of Total Income under various heads, Clubbing Provisions, Set off and
Carry forward of Losses, Deductions, Assessment of Income and tax liability of different persons.,
Tax Management, Administrative Procedures and ICDS : - TDS, TCS and Advance Tax

Administrative Procedures, 10DS.

Unit-1V 09 Hrs.
Goods and Services Tax : GST Constitutional framework of ludirect Taxes before GST (Taxation
Powers of Union and State Governinent ): Concept of VAT: Meaning, Variants and Methods: Major
Defacts in the stricture of Indivect Thxes prior to GST; Rationale for GST; Structure of GST (SGST,
CGST, UTGST and 1GST); GST Conncil, GST Network, State Compensation Mechanism, Registra-
tion.

Levy and Collection of GST:

Taxahle event - "Supply™ of Goods wind Services; Place of Supply: Within state, Interstate, |ﬂlﬂrl

wnl Export; Time of supply: Valmtion for GST - Valuation rules taxahility of reimbursemens

A

AT -

expetie=: Exemption from G517 Sell suppdies and Composition Selime: s




and Services.

Unit-V 09 Hrs.
Introduction to Micro-finance: Micro-Finance: Definitions, Scope and Assumptions, Types of

Microfinance, Customers of Micro-finance, Credit Delivery Methodologies, SHG concept, origin, For-
mation and Operation of Self Help Groups (SHGs).
Models in Microfinance: Joint Liability Groups (JLG), SHG Bank Linkage Model and GRAMEEN

Model: Achievements and Challenges.

Institutional Mechanisme: Current ['lmul'tigl'h tor Microfinanee, Microlinance Institutions qhﬂ'lnj

Constraints and Governanee lssues, Institutional Structure of Microfinanes in Indin: NGO-MFls.

NBFC-MFIs, Co-operatives, Banks, Microfinance Networks sud Associations: Demand amid Supply of

Microfinance Serviess in India, Impact assessment and social assessments of MFIs.

Reference Books:

i}

Asha Singh, M. S. Gupta, “Banking and Financial Sector Reforms in Indin” . Serils Puhlication.

. M. 8. Gupta & J. B. Singh, “Indian Banking Sector: Essayvs and Issues”, 1Y Edition, Serials

Publication.

- K. M. Bhattacharya, O. P. Agarwal, “Basics Of Banking & Finance”, 3™ Edition, Himalaya

Puhlishing House.

- 'S. Subba Reddy , P. Raghn Ram, “Agricultural Finance And Management”

- Dr. Vasant Desai, “The Indian Financial System And Development”, 4'" Edition, Himalaya

Publishing House.

. Sanjay Kumar Satapathy, “Income Thax Management Simple Way of Tax Management, Tax

Planning and Tax Saving”.

- Dr. R. K. Juin, “Direct Tax System Income Tax”", 2021-22 Edition. SBPD Publications.
. 5. K. Mishra, “Simplified Approach to GST Goods and Services Tax", Educreation Publishing

- Todd A. Watkins, “Introduction To Microfinance”. World Scientific Publishing Company.




Program: Computer Engineering

Final
B.Tech.

Year

Semester: VII

Energy Audit and Management (220ECO7056T)

Course Objective(s):

L To understand the importance of energy security for sustainable development and the funda-
mentals of energy conservation,

2. To identify and describe the hasic principles sodl merhodologies adoped in onerey andit of o
utility,

3. To introduce performance evalnation eriterin of varions electrical and thermal installations to
facilitate the energy management,

4. To relate the data collected during performance evaluation of systems for identification of ETIErEY
sving opportunities,

Course Outcomes:
On completion of the course, the learmer will he alile to:

CO | Course Outcomes Blooms| Blooms
Level Description

CO1 | To identify and describe present state of energy security and | 1.2 Understand
its importance,

CO2 | To identify and describe the basic principles and method- | 12 Undderstand
ologies adopted in energy audit of a utility,

CO3 | To describe the energy performance evaluation of some com- | L3 Apply
mon electrical installations and identify the energy suving

CO4 | To describe the energy performance evahiation of some com- | 1.3 Apply
mon thermal installations and identify the energy sRving op-
portunities,

CO5 | To analyze the data collected during performance evaluation | L4 Anilvze
and recommend energy saving measures.
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Energy Audit and Management
(220ECO7056T)
Course Contents

Unit-1 05 Hrs.
Energy Seenario: Presemt Energy Scenario, Energy Pricing. Energy Sector Reforms. Energy Se
curity, Evergy Conservition and its Importance, Energy Conservation Act- 2001 sl its Fentures.

Basies of Energy amd it= varions forms, Maoterial and Energy halanci,

Unit-11 09 Hrs.
Energy Audit: Definition, Energy audit- need, Types of energy sudit, Energy manaseniont {an-
dit) approach-understanding energy costs, Bench marking, Energy performance, matching energy use
to requirement, Maximizing system efficiencies, Optimizing the input energy requirements, Fuel and
energy substitution.  Elements of monitoring & targeting, Enengy andit instruments. Technieal and
eeonomic feasibility, Classification of energy conservation measures, Safety considerations during en-
ergy adit

Financial analysis techniques: Simple payhack period, NPV, Return on investment (ROT} loter-

und rute of return (IRIL).

Unit-111 10 Hrs.
Energy Management and Energy Conservation in Electrical System: Electricity billing,
Electrical load management and maximum demand Control: Power factor improvement, Energy elfi-
clent equipments and appliances, star ratings. Energy efficiency measures in lighting system, lighting
control: Oecnpancy sensors, daylight integration, and nse of intelligent controllers. Energy conserva-
tion opportunities in water pumps, compressor, fan and blower. industrial drives, induction motors,

motor retrofitting, soft starters, variable speed drives.

Unit-1V 09 Hrs.
Energy Management and Energy Conservation in Thermal Systems: Heview of different
thermal loads; Energy conservation opportunities in: Steam distribution system, Steam [eaknpes,
Stenm trapping, Condensate and flash steam recovery system, Waste heat recovery, use of insilution-

types s application.  Energy conservation opportunities in: Boiler system, Refrigeration system

aned HVAC system.

Unit-V 06 Hrs.

Energy conservation in Buildings : Fnergy Conservation Building Codes II-ICH{‘i:['}rqt@"ﬁui]tL
5 :

g LEED mting. Applieation of Non-Coventional and Renewnhle Enerev Sourees. Eidal s

I =




and energy management in electric vehicles.

Reference Books:
1. Handbook of Electrieal Installation Practice, Geofry Stokes, Blackwell Science.
2, Designing with light: Lighting Handbook, By Anil Valia, Lighting Syvstem.
3. Energy Management Handbook, By W.C. Turner, Jobn Wiley mnl Sons.

4. Handbook on Energy Audits and Managmment, edited by AL K. Tvagi, Tota Energy Research

Instivure (TELR).
5. Energy Management Prineiples, C.B. Smith, Pergamon Press.
6. Energy Conservation Guidebook, Dale . Patrick, S. Fardo, Ray E. Richardson, Fairmont Press.
7. Hundbook of Energy Audits, Albert Thimann, W. J. Yonnger. T. Niehus, CROC Press.
B www.energymanagertraining.com

9. www, bee-india.nic.in




Program: Computer Engineering

Final
B.Tech.

Year

Semester: VII

Disaster Management and Mitigation Measures (220ECOT057T)

Course Objective(s):

1. To provide hasic imderstanding hieards, disastor sodd varions types and eategories of disaster

ocenrring around the world,

2. To identify extent awd damisging chipocity of o disaster,

3. To study and mnderstand the means of losses and methods to overcome /minimize it.

4. To understand roles and responsibilities of individual and varions organization during and after
dlisnster,

5. To appreciate the significance of GIS, GPS in the field of disaster manngement.

6. To understand the emergency government response structures hefore, during and nfrer disaster,

Course Outcomes:
On completion of the course, the learner will be able to:

Blooms| Blooms
CO | Course Outcomes
Level | Deseription
Know natural as well as manmade disaster and their extent
co ) L1 Remember
and possible effects on the cconomy,
Know the institutional framework and organization strue-
CO2 | ture in India for disaster management and got acquainted | L1 Remember
with government policies, acts and various eergemey lws,
Get to know the simple dos and don'ts in sueh extrome
CO3 L3 Apply
events and build skills to respend accordingly.
Understand the importance of disaster prevention snd var-
CO4 | lous mitigation measure with the exposire to disasters | L2 Understand e
hotspots across the glohe




Disaster Management and Mitigation
Measures (220ECO7057T)
Course Contents

Unit-1 09 Hrs.

General Information about Disastor: Driel concept of Hazards, definition amd tvpes of Disasters
Natural, Man-made, and hybrid, Groups of Disastors- Noatural and Technologionl, global Seenario.

Significance of studving various sspects of disasters, effects of dissstors, Indin’s vuluerability to dis-

nsters lmpnet of disaster on National development

Study of Natural disasters:Flood, dronght, cloud burst, Earthgnake, Landshides, Avalanehes, Vol

vanic eruptions, Mudflow, Cyelone, Storm, Storm Surge, climate change, global warming, ses level

rise,ozone depletion ete.

Study of Human/Technology Induced Disasters:Chemical, Industrial and Nuclear disasters,

Internally displaced persons, road and train accidents Fire Hazards, verrorism, militaney, Role of

erowing population and subsegnent industrialization, urbanization and changing lifestyie of human

heings in frecpuent ocenrrences of manmade disasters,

Unit-I1 08 Hrs.
Disaster Management: Brief Introduetion, Disaster management cycle, Evolution of Disaster and
Disaster management in India, Disaster management acts, policies and guidelines, lnws of emergencies
ete.

Prior, During and Post disaster management activities: (Preparedness, strengthening emer-
geney centers, Logistics, optimum resource management, emergency response und relief, Training,

Public awareness, Risearch, Reconstruction of essential services and livelihood restoration

Unit-I11 07 Hrs.
Institutional framework and Mechanism for disaster management in India: Institutions
in India for dealing with varions disasters, Organizational structure, functionsand responsibilities of
National Institute of Disaster Management (NIDM) and National dister management authority
(NDMA) in India, roles and responsibilities of central and state government during and after disaster,
NGO'sinvolved in disasters and their task, Jobs carried out by armed forees. Financial Relief During

lisaster (State, National and International Disaster Assistance)

Unit-1V 08 Hrs.
Disaster risk reduction and Mitigation Measures: Need of disaster prevention and mitigation,
mitigation guiding principles, challenging areas, structural and non-structural measires for disastor

reshorowduetion. Nsntion mensires Gor Bood et hepnkee, cvelone monitorine, s Mh“'urm #l-
o
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ity, climate change, land use, winter storms and aguatic biology ete. Use of information management,
GIS, GPS and remote sensing Mitigation measure. Do’s and don'ts in ease of disasters and effective

implementation of relief aids,

Unit-V 07 Hrs.
Case studies on disaster (National /International): Case study discvssion of Hiroshima - Na-
pnsaki (Jopan), India - Tsunami (2004) , Bhopal gas tragedy, Kernla aned Urvarakbiond food disaster,
Cyelone Phailin (2013}, Fukoshima Daiichi nuelear disaster (2001), 26th July 2005 Mumbm food,
Chervoby ] mebtdown and so on{(Disonss ense studies on disastor with respert to renson for ehe disoe-

ter, inwcidents, offivis of disaster, present seersriooand sabety mensares ik

Reference Books and Reports:
L L K. Gupta, “Disaster Management™ , Universities Press, 2003,

2. 0. 8. Dagur, “Disaster Management: An Appraisal of Institutions] Mechankams i India”™,
Centre for Land Warfare Studies, New Delhi, 2011.

3. Dmmon Copolla, “Introduction to International Disaster Management”, Butrerwort b- Helnemann,
|

Elsevier, 2015.

4. Jack Pinkowski, “Disaster Management Handbook”, CRC Press, Taylor and Francis Group,
2008.

5. R Dasgupta, “Disaster Management and Rehabilitation”, Mittal Publications, New Dethi, 2007,

6. It B. Singh, “Natural Hazards and Disaster Management: Vilnerability and Mitigation™, Rawat
Publieations, 20006.

7. C.P. Lo and A. K. W. Yonng, “Concepts and Teclmiques of GI5”, Prentice Hall {India), 2006.
8. C. G. F. Gonzales, “Risk Management of _?ﬂ'ntural Disasters”, KIT Scientific Publishing, 2010,

9. W. Nick Carter, “Disaster Management - A Disuster Manager's Handhook”, Asian Development
Bank, 2008.

10. R. K. Srivastava, “Disaster Mansgement in lndia®, Mimistry of Home Affairs, Government of
Indin, New Delhi, 2011.

11. Wil Mara, “The Chernoby] Disaster: Legacy and Impact on the Fature of Nuclear Energy™,
Marshall Cavendish Corporation, New York, 2011.

12. Riane Eisler, “The Pukushima 2011 Disaster® . Tuylor and Francis, Florida, 2013

(Lenrners are expected to refer to reports pmblished at national and internati

updated informarion available on anthentic welsines, |



Program: Computer Engineering

Final
B.Tech.

Year

Semester: V11

Science of Well-being (220ECOT058T)

Course Objective(s):

L To ereate conscionsmess abont importance of holistic health and physical as well as mental

wirll-hedug,

o,

2. To make learners aware of the coneoprs of Happines, Gratitude, Self-Compassion, Empathy

3. To imroduce the leamers to the means of mental and physieal well-being, il effects of mal-

practices like aleoholism, smoking ete.

4. To equip the learners to manage and cope np with stress in their daily living.

Course Outcomes:

On completion of the course, the learner will be able to:

Blooms| Blooms
CO | Course Outeomes
Level | Description
Deseribe coneepts of holistic health and well-being, differ-
COl | entiate hetween its true meaning and misconceptions and | L2 Understand
understand the benefits of well-being,
Recognize meaning of happiness, practice gratitude and self-
o2 _ : LA Analyze
compeesion and analyze incidents from one's own life.
Understand the causes and effocts of stress, identily ressons
Co3 - ’ L2 Understand
for stress in one's own surrounding and self.
Recognize the importance of physical health and fitness, as-
CO4 | sess their life style and come up with limitations or effec | 15 Evaluate
tiveness,
¢ Inspect one's own coping mechanism, assess its effectiveness,
05
develop and strategize for hetterment and exeente it.




Science of Well-being (220ECOT7058T)
Course Contents

Unit-1 06 Hrs.
Health and Well-being: The concept of health, dimensions of health, the notion of well- being,
varions facets of well-being, relation between health and well- being.

Concept, of hobistic health, its principles sud importance, coneopt snd benefits of holistie care, miseon-

coptions about holistie bealth approsch, the applicicion of o triue bolistic approach to our well-being.

Unit-11 08 Hrs.
Concepts of Happiness

Happiness: what is it and how do we measure it? Philosophical perspectives on happiness.
Happiness: Nature or Nurture? Happiness in the modern world: impediments and accelerators, Nar-
row va. Broad Band Appronches to Happiness, Benefits of Happiness, Self-Compassion and Gratitude.

Misconceptions of happiness.

Unit-111 09 Hrs.
Stress and Mental Health / Well-being: Nature and concept of stress, meaning and definitions
of stress, types of stress, meaning of stressors, types of stressors, symptoms of stress, effects of stress,
dilferent models of stress.

Sources of stress and how does stress cause illness, various sources of stress, delineate between external
and internal sources of stress, differentiate between continuous and discrete stressors, the effects of
these stressors on health and well-being, diversity of stressors and their health consequences, relation
between stress and illness from different perspectives association between stress related physiological

mechanisms and different illnesses,

Unit-1V 08 Hrs.
Physical Well-being / Health Management: Comeept of health bebaviowrs, dimensions of health
behaviours. Health enhancing behnviors: Exercise and Weight control, application and importance of
these health enhancing behaviours. Health protective behaviors and illness management: concept of
illness management, effectivencss of illms matagement,

Concept of Nutrition, Role of Nutrition, Components of Nutrition, coneept of Malmitrition,

Health compromising behaviours: Alcoliolism, Smoking and its effects on health

Unit-V 08 Hrs.

DH‘-HHIII_{ with Diffienlt Times Fi Cuping mechanisms: The concept of chronie :i[re:ﬁ,__}ihlulrh nnal

sinfety risks of chronic stress, Forms and Treatment of chromie <triss. Coping with Aeute and €




stress, theories of the stress-iliness link, role of stress in mental disorders.

Concept of coping. Ways of coping and stress management, basic knowledge about stress management,
varions technicgues of striss management, stress managoment programs. Mental strongths and virtues,

Hepe, Optimizm, Resilience - concept, pathways and models, Meditation and Self-intrespection.

Text Books:

1. Felicin Huppert, Nick Bayvlis, Barry Keverne, “The Science of well-helng™, Oxford University
Pross, 2005,

2. 5. Ol UL Tani Srivastava, Shoblg Joshi. “Hedlel and Welk Being: Emerging Trends"™, Glolal
Vision Pubilishing Howse, 20110,

4. Charles Richard Suvder, Shane, 1. Lopez. Jennifer Termmoto Pedrotti, “Positive psychology:
The scientific aud practical explorations of human strengths”, 2™ Edition, Sage Publications,

2011.

Reference Books:

1. Kitayama S. and Markus H. R., “The punsuit of happiness and the realization of sympathy:
Cultural patterns of self, social relations. and well-being” . Cultnre and subjective well-being,
The MIT Press, 2000,

2. Dubaos IR., “Man Adapting New Haven”, Yale University Press, 1980,
3. McMahon D. M., “Happiness a history”, Atlantic Manthly Press, 2006,

4. D. Kahneman, E. Diener and N. Schwarz, “Well-being: The foundations of hedonic peyehology™,
New York: Russell Sage Foundatian, 1999,

5. Selye H., “The Stress of Life”, New York, McGraw-T1ill, 1084,

o3
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Y
Program: Computer Engineering gin'la'alch -

Semester: VII

Research Methodology (220ECOT059T)

Prerequisites: Basic Knowledge of Probability and Statistics.

Course Objective(s):

L. To understand Research amed Research Process

2. To acquaint learners with identifyving problems for research and develop research strategios

3. To familinrize learners with the techniques of data collection, analysis of data and interpretation

Course Outcomes:

On completion of the course, the lenmer will be able to:

Blooms| Blooms
CO | Course Outcomes
Level | Description
Prepare a preliminary research design for projects in their
COl h L3 Apply
suhject matter areas.
CO2 | Aceurately collect, analyze and report data. L4 Analyze
CO3 | Present complex data or situations clearly. LS Evalunte
COL | Review and analyze research findings. LA Analyze
CO5 | Write report about findings of research carried out. L Create




Research Methodology (220ECO7059T)
Course Contents

Unit-1 07 Hrs.

Basic Research Concepts: Meaning of resenrch, Objectives of research, Types of resenrch, Signif

ieanee of resenrch Research proces

Unit-11 09 Hrs.
Hesearch NMethodology: ldentification of researel probilem, Litegatiee roview, Formalation of by

pothesis, Fornmlation of Research design,

Unit-111 09 Hrs.
Hesearch and Sample Design:

Meaning of research and sample design, Need of research design, Fentures of good research design,

Important concepts, Different research designs, Types of sampling desigs

Unit-1V 09 Hrs.
Data Collection and Data Analysis: Types of data, Methods for collecting data: Experiments

and surveys, Collection of primary and secondary data, Hypothesis testing and interpretation of Data

Unit-V 05 Hrs.
Interpretation and Report Writing: Interpretation and drawing eonclusions on the research,
Preparation of the report, Ethical lssues.

Reference Books:

L. Catherine Dawson, “Practical Research Methods™ New Delhi. UBS Publishers Distriltitors,
20022

2. C. R. Kothari, “Resenrch Methodology-Methods and Technigues™, New Delhi, Wiley Esstern

Limited., 1985,

3. Ranjit Kumar, “Research Methodology-A Step-by-Step Guide for Beginners™, 2™ Fdition,
Pearson Education, Singapore, 2005.



Program: Computer Engineering

Final

Year
B.Tech.

Semester: VII

Public Systems and Policies (220ECO70510T)

Prerequisites: Basic Knowledge of Social science and Current affairs

Course Objective(s):

1. To analyvee the transformations i pobilic systems with emplinsis on corrent. initiatives and

emerging challenges in the fiekd

2. To understand public systems in a fast-clianging enviromment in the global context.

3. To provide an in-depth miderstanding of the ills prevailing in the society and aids to identify

the solutions for them.

4. To explain public policy and its operations with special focus on policy relating to Government

linance.

Course Outcomes:

On completion of the course, the learner will be able to:

6. To analyze and evalunte the impact of the public policy on firms and economy at large.

CO | Course Dutcomes Blooms| Blooms
Level Description

COl | Understand the importance of public svstems in o fast- | 12 Understand
changing environment in the global context.

CO2 | Analyze the transformations in public svstems with empla- | L4 Annlyee
#is on current initiatives and emerging challenges in the field.

CO3 | Explain public policy and it= aperations with special foens | L2 Understand
on pulicy relating to Government finanee,

CO4 | Make policies and know about the happenings in the world, | L6 Create
in the nation and those in their locality.

COG | Analyze and eviluate the impact of the public policy on | L5
firms aned seonomy at large andd work ander various felds as
palieyminkers.




Public Systems and Policies (220ECO70510T)
Course Contents

Unit-1 09 Hrs.
Introduction and Overview of Public Systems: Ideology of Public Systems: Mechanistic and
Organie view of Society and Individunls, The Legal Framework; Federal Govermuent: State and Local

Governments, Government growth; The size of Government.,

Unit-T1 06 Hrs.
Public Sector in the Economics Accounts: Public Sector in the cirenlar flow: Public Seclor in

the National Income Accounts.

Unit-111 07 Hrs.
Public Choice and Fiscal Politics: Direct Democracy; Reprosentative Demne wraey: The Allocation
Function; The Distribution Funetion; The Stabilization Function; Cocrdination of Budget Funetions;

Thi Leviathan Hypotliesis,

Unit-1V 11 Hrs.
Introduction and Overview of Public Policy: Markets and Government: Social goods and
Market failure, Public expenditure and its evaluation; Cost Benefit Analysis, Public policy and Ex-
ternalities, Taxation Policy and its impact, Income distribution, redistribution and social security

inses Fiscal and Budgetary Policy, Fiscal Federalism in India.

Unit-V 06 Hrs.
Case Studies in Expenditure Policy: Public Services: A) National Defense B) Highways )

Outdoor Recreation D) Education.

Reference Books:
I. Intraduction to Public Policy by Charles Wheelan, W, W. Narton and Company,
2. Understanding Public Policy by Thomas R. Dve, Prentice Hall,
3. Public Policy-Making: An Introdnction by Anderson J.E., Boston, Houghton.

4. Public Administration by Avasthi and Maheshwari. Lakshminarayan Agarwal, Agra.

) ]

New Horizons of Public Administration by Bhattacharys, Mohit, Jawnhar Publishers, New
Delhi




6. Public Administration and Public Affairs by Henrv, Nicholas, Prontice Hall of India, New Delhi
7. Public Finance 10th Edition by Harvey S Rosen and Ted Gayer, MeGraw-Hill Edueation, 2013.

8. Public Finance in Theory and Practice by Musgrave and Musgrave.




Final Yoear

Program: Computer Engineering Semester: VII

B.Tech.

Project Stage-11 (22PJCOT060L)

Co

5.

i

urse Objective(s):

- To nnderstanmd the hasie concepts and principles in the development of solution.

- To formmilate sobation of the problem statoment.

- To fmplemment the solukion as per the problem statement,

. To develop tenm building, writing, logical reasoning and management skills.
To validate the proposed solution with different test cases.

- To beconne independent person with ethical values and lifelong leamning skills.

Course Outcomes:

On completion of the course, the learner will be able to:

C

Blooms| Blooms
Level Description

0 | Course Outcomes

Ol L4 Analyze

To identify the basic concepts and principles in the develop-
ment of solution for the problem considering enltural, social,
environmental und economic factors using appropriate tools
and methods,

CO2 L3 Apply

Demonstrate project hased learning that allows students to

transfer exisring ideas into new applications.

O3 L6 Croate

Develap an ability to work in teams and manage to conduct

the project development activity.

CO4 | which help them to get internships, jobs and admission for | L6 Croate

Integrate different perspectives from  relevam diseiplines

higher studjes,

€O | writing, nnderstand what constitutes to plaginrism and how | 14

Present the project development in the form of technical

et Pt teferoneliig st e,

afy




Syllabus:
The primary objective is to meet the milestones formed in the overall project plan decided in Project
Stage-1. The idea presented in Project Stage-1 should be implemented in Project Stage-11 with results,

conclusion and future work.

Cuidelines:

o Each student group is required to maintain a separate log book for doommenting varions activities

of the project (Refer Tahle 1).

e Fach group will be reviewed swice in o semestor dnd morks will be allotted hsed an tle sarions

points mentioned in the evahmtion sehene,
* In the first review of this semester, each group is expected 1o complete 50% of project stage11.

e In the second review of this semester, each group is expected to complete 100% of project
atage-T1.

Assessment Criteria:

¢ At the end of the semester, after confirmation by the project guide, each project group will
submit & Project Stage-11 completion report in the prescribed format for assessment to the
departmental committes,

o Assessment of the project stage-11 (at the end of the semester) will be done by the departmental
committee,

e Oral examination shall be conducted by Internal and External examiners. Students have to give
presentation and demonstration based on their project stage-11.

Prescribed Project Stage-1T Report Guidelines:
The size of the report shall be of minimum 45 pages {exchuding the cover and front pages). The
Project Stage-I1 report should include appropriate content far-

* Abstract
* Introduction
— Background
— Motivation
= Prohlem Statemeont
~ Objectives
~ Seope

|




s Literature Survey

= Review of Existing Systemn(s)
— Limitations of Existing System(s)
o Proposed System
= Analyvsis Framework/ Algoritig
= Detnils of H/W nnd 5/W reqguired
— Design detalls
= Methodology (yonr approach to salve problem)
» Coding / implementation
o Testing
* Conclusion
s References

Assessment criteria for Continuous Assessment:

Guide will monitor weekly progress and marks allocation will be as per Table 2,
Assessment criteria for End Semester Exam:

Departmental committee will evaluate project as per Table 3

Table 1: Log Book Format

Sr Week (Start Date: End Date) Work Dane Sign of Gulde Sign of Coordinator

Table 2: Continuous Assessmient Shoet

Name Student Log  Book Totat
B | PRN | of Stu- | Attendancs | Malntsnsnce Implementntion] Tetling Repart (6

dent (6 Marks) | (5 Marks) ) i (e S P00




Table 3: Evaluation Sheet

St o | Rshiol s n-plam.t:anl_'rmu ::'p"t anu-l::"
Student | M'.m']"‘ (5 Mirks) (5 Marks) , | 5 M) :




Final Year | Semester:

Program: Computer Engineering B.Tech VIl

Employability Skill Development Program-I111 (22HMCOT7070L)

Course Objective(s):
b To build a solid foundation in progrmming fundmnentals,
2. To enhanee problem-solving abilities tlirongh mathemationl rensoning.
3. To develop algorithmic thinking.

4. To provide hands-on experience with essential data structures,

Course Outcomes:

On completion of the course, the learner will be able to:

CO | Course Outcomes Blooms| Blooms
Level Description

CO1 | Apply basic programming skills to write and debug simple | L3 Apply
programs using conditions, loops, and fimctions

CO2 | Analyze mathematical problems and use techniques like | L4 Analyze
number theory and modular arithmetic in problem-solving.

CO3 | Design and implement algorithms to solve real-world prob- | L6 Create
lems using methods like recursion, greedy, and sorting,

CO4 | Use common data structures such as arrays, strings, sots, | L3 Apply

and maps effectively in programming tasks,

n




Employability Skill Development Program-II1
(22HMCOT7070L)
Course Contents

Unit-1 06 Hrs.

Programming Fundamentals:
o [insic Progroomming Concepts
o Conditional Stautements
e Laoops

lnbuilt funetions

Duta Types
e Python

Unit-11 06 Hrs.

Mathematics:
» Mathematics

Basic Math

Arithmetic

¢ Modular Arithmetic

Divisibility

Integer Division
« GCD
o Geometry

Number System

-

Binary

Unit-111 06 Hrs.

Algorithms:
¢ Alporithms

o Hrite |'i-|1'1 0 Lr"-
-




® Simple Algos

* Recursion

» ltecnrrence Relation
s Ohservation

o Impleentation

Unit-1V
Data Structures:

o Data Structiures
® Arruvs

o 11D Arrays

» String

» Subsequence

* Frequency Arrays
o Maps

* Sets

Reference Books:

08 Hrs.

I. Narasimha Karumanchi, “Data Stroctures and Algorithms Made Easy™, 6th Edition, Career-

Momk Publications, 2016,

2. Dr. I S. Aggarwal, “Quantitative Aptitude for Competitive Examinations™, Revised Edition,

5. Chand Publishing, 2021,

3. Thomas H. Cormen, Charles E. Leiserson, Ronald L. Rivest, and Clifford Stein, “Introduction

to Algorithms”, 4th Edition, The MIT Press, 2029,



Semester - VIII




Program: Computer Engineering

Year

B.Tech.

Semester: VIII

Web Intelligence (22PECOB011T)

Prerequisites: Statisties, Machine Learning, Data Mining.

Course Objective(s):

I, To gain a backgrovnd in Web mining technigues.

2. To extract knowledge from the social web for weh analytics.

3. To ennhble students to solve complex real-world problems for sentiment analysis and Recommen-

dation svstems,

Course Outcomes:

O completion of the course, the learner will be able to:

CO | Course Outcomes Blooms| Blooms
Level | Description

CO1 | Interpret the terminologies and perspectives of Web Mining, | L2 Understand

CO2 | Perform social network analysis to identify communities and | L3 Apply
network properties in social media sites.

CO3 | Extract and Integrate information from the web for real- | L4 Analyze
world scennrios,

CO4 | Design new solutions to opinion extraction and sentiment | L5 Crente
classification probloms.

CO5 | Provide solntions to the vmerging problems with social me | L5 Evalnate
din using Recommendation systems.

e




Web Intelligence (22PECO8011T)
Course Contents

Unit-1 04 Hrs.
Introduction: World Wide Web, History of the Web and the Internet, what is Data Mining? What is
Web Mining? Introduction to Association Rule Mining, Snpervised Learning & Unsupervised Learn-
ing. Information Retrieval amd Web Search: Basic Concepts of Information Retrieval, Informution
Retrieval Models, Relevance Feedhack, Evalnation Measnes, Text and Web Page Pre-Processing, 1n-
verted Index and Its Compression, Latent Semantic Indexing, Weh Search, Meta-Search: Combining

Multiple Rankings, Wel Spamiming.

Unit-I1 08 Hrs.
Social Network Analysis: Social Network Analysis: Introduction, Co-Citation and Bibliographic
Coupling, Page Rank, HITS Algorithm, Community Discovery,

Web Crawling: A Basic Crawler Algorithm, Implementation Issnes, Universal Crawlers. Fooused

Crawlers, Topical Crawlers, Evaluation, Crawler Ethics and Conflicts.

Unit-II1 07 Hrs.
Structured Data Extraction: Wrapper Generation, Preliminaries, Wrapper Induction, Instance-
Based Wrapper Learning, Automatic Wrapper Generation Problems, String Matching and Tree
Matching, Building DOM Trees, Extraction Based on a Single List Page, Extraction Based on Mul-
tiple Pages.

Unit-IV 07 Hrs.
Information Integration: Introduction to Schema Matching, Pre-Processing for Schema Matching,
Schema-Level Matching,” Domain and Instance-Level Matching, Combining Similarities, Integration
of Web Query Interfaces, Constrieting a Unified Global Query Interface,

Unit-V 07 Hrs.
Opinion Mining and Sentiment Analysis: The Problem of Opinion Mining, Document Senti-
ment Classification, Sentence Subjectivity and Sentiment Classification, Opinion Lexicon Expansion,

Aspect- Based Opinion Mining, Opinion Search and Retrieval, Opindon Spam Detection.

Unit-V1 06 Hrs.

Web Usage Mining: Data Collection and Pre-Processing, Data Madeling for Weh Usage Mining,

Discovery and Analysis of Web Usage Patterns, Recommender Swvstems and Colluborativ i.hur: ing,
- ,a
B
{wery Log Mining. Computational Advertising o '\

b

P




Text Books:

1. Hing Lin, "Web Data Exploring Hyperfinks, Contents, and Usage™, Springer-Verlag, Berlin,
Heidelberg, 2"¢ Edition, 2000,

2, Priti Srinivas Sajju, Rajendra Akerlar, “Iatelligent Technologies for Weh Applications™ CRC

Press, Publisher: Taylor & Francis, 3™ Edition, 2019

3. Rajendra Akerkar, Pawan Lingras, “Building an helligent Web Theory and Practice™ Jones &

Bartlett Learning, 2% Edition. 2010,

1. Avinash Kaushik “Web Ananlvtice: An Hour o Doy, Publisher: Svbex, USA, 2007,

Reference Books:

L. Jiawei Han, Micheline Kamber, Jian Pei. "Dara Mining: Concepts and Techniques”, Elsevier

Puhlications, Morgan Kanfimann Publishers Ine, San Francisco, CA, USA 379 Edition, 2011.

2. Anthony Scime, "Weh Mining: Applications and Techniques™, Publisher:ldea Group Pub.. 1GI,

1** Edition, 2005.

3. Soumen Chakrabarti, "Mining the Weh: Discovering Knowledge from Hypertext Data”, Pub-
lisher: Morgan Kaufmann Publishers Inc. San Francisco, CA, USA, 1** Edition, 2002.

[




Program: Computer Engineering

Final
B.Tech.

Year

Semester: VII1

High Performance Computing (PECO80127T)

PI’EI‘EquiEitEE: Operating System, Computer Organization.

Course Objective(s):

I To learn concepts of parallel processing ns it pertains to high-performance compnting.

2. To design, develop and analvee parallel programs on high performance computing resomrces

nsing parallel programming,

3. To design paraliel programs on high performance computing,

Course Outcomes:

On completion of the course, the learner will be able to;

Blooms
Blooms
co Course Outcomes Descrip-
Level
tion
Comprehend  fundamental concepts parallel processing ap-
0l L2 Understand
proaches,
Describe different parallel processing platforms involved in achiev-
cOz ) . L2 Understand
ing High Performance Computing.
CO3 | Understand different design issues in parallel programming. L2 Understand
COL | Develop efficient and high-performance parallel programming. L Create
Understand parallel programiming using message pasing paradigm
05 . L2 Understand
using open-source APls and shared address space platforms.

(T




High Performance Computing (PECO8012T)
Course Contents

Unit-1 06 Hrs.
Introduction to Parallel Computing: Motivating Parallelisin, Scope of Parallel Computing, Lev-
els of purallelizm (instruction, transaction, task, thread, memory, finction).

Classification Models: Architectural Schemes (Flyim's, Shore’s, Feng's, Handler's) and Memory
aecess (Shared Memory, Distribmted Memory, Hybeid Distribnted Shared Momory)

Parallel Architectures: Pipeline Architecture, Array Procesor, Multiprocessor Arclitecture

Unit-11 06 Hrs.
Pnra]le] Prug;m.mming Platforms: I.HI'I“I““’. Parallelism: Trends in E'Ili[‘l"!lll‘lﬂ'l‘hhl:lr & Architee-
tures, Limitations of Memory System Performance, Dichotomy of Parallel Computing Platforms,

Physical Organization of Parallel Platforms, Communication Costs in Parallel Machines

Unit-I11 08 Hrs.
Parallel Algorithin Design

Principles of Parallel Algorithm Design: Preliminaries, Decompesition Techuiques, Charncter-
istics of Tasks and Interactions, Mapping Techniques for Load Balancing, Methods for Containing
Internction Overheads. Parallel Algorithm Models, Basic Communication operations: Browdesst and

Reduction Communication types.

Unit-IV 08 Hrs.
Performance Measures: Speedup, execution time, efficiency, cost, scalability, Effect of granularity

an performance, Sealability of Parallel Systems, Amdahls Law, Gustavsons Law, Performance Bot-

tlenecks.

Unit-V 06 Hrs.
Programming Using the Message-Passing Paradigm

Principles of Mesage Passing Programming, The Building Blocks: Send and Receive Operrations
MPI: the Message Pussing Interface, Topology and Embedding, Overlapping Commmmication with

Compmtation, Collective Cammimication and Computation Operations.

Unit-V1 08 Hrs
Programing Shared Address Space Platformn

Thread Basics, The POSIX Thread AP, Synchronization Primitives in Pthrends.

anel Svnelironization attrilwites, Theead Coneellntion Crpen P o Stamedare] for |

Fif



allel Programming.

Text books:

L. Ansnth Grama, Aushul Gupta, George Karypis, Vipin Knmar, “Introduction to Parallel Com-

puting”, Pearson Education, 2™ Edition, 2007,

2. Michael J. Quinn, ~Parallel Programming in C with MPT and OpenMP?, MeGraw-Hill Interna-

tionnl Editions, Computer Sciemce Series, 2008,

Reference Books:

L. Lanrence T. Yaug, MinyiGno, “High- Performance Computing: Paradigm and hfrastructure”,

Wiley, 2006,

2. Georg Hager, Gerhard Wellein, “Introduction to High Performance Computing for Scientists

and Engineers”, Chapman & Hall / CRC Computationnl Science series, 2011.

3. Kai Hwang, Navesh Jotwani, “Advinesd Computer Architecture: Parallelism, Sealahility, Pro-

grammability”, 279 Edition, McGraw Hill, 2010,

Web Resources:

1. Coursera Course on ‘Parallel, Concurrent. smd Distributed Programming in Java Specialization’.




Final

Program: Computer Engineering B.Tech.

Yeur

Semester: VIII

Cloud Computing (PECO8013T)

Prerequisites: Information Security, Web programming.

Course Objective(s):

. To capture the state-of-the-art in Clond Comprting technologies and applientions.

2. To cover a series of earrent clowd computing technologies, inelnding technologies for Virtunliza-

tion, Infrastrocture as a Service, Platform as a Service and Software as a Service,

Course Outcomes:

On completion of the conrse, the learner will be able to:

—_ Blooms
ms
co Course Outcomes Descrip-

Level

tion

CO1 | Understand the fundamental concepts of cloud computing. L2 Understand
CO2 | Explore the virtualization at various layers of cloud infrastructure. | L6 Crente
CO3 | Analyse various cloud security concerns and mechanisms. L3 Apply
CO4 | Assess the need and then migrate to cloud. L5 Ewnhmte
CO5 | Explain Hadoop File System and role of HDFS in cloud. L2 Understand

=3
b




Cloud Computing (PECO8013T)
Course Contents

Unit-1 04 Hrs.
Introduction to Cloud Computing

What is cloud computing?, Properties & Characteristics, Service models, Deplovinent moidels,

Unit-11 08 Hrs.
Infrastructure as a Service (IaaS)

lntroduction to laaS, Resource Virtualization ( Server, Storage, Network),

Unit-111 06 Hrs.
Platform as a Service (PaaS)

Introduction to PaaS, Clond platforms & Management (Computation and Storage), Case stidies

Unit-1V 10 Hrs.
Software as a Service (SaaS)

Introduction to SarS, Web services, Web 2.0, Web OS,

Unit-V 10 Hrs.
Hadoaop
Hadoop distributed file svstem, distributed computations with MapRedues, Hadoop's data and /0

building blocks. Hadoop in the elowd.

Unit-VI 05 Hrs.
Cloud Security
Cloud Security reference model, povernance and enterprise risk management, compliance and andit

management information management and data sSeCiirity

Unit-VI1 02 Hrs.
Migration to Clowd
Cloud models suitable for different entegorios of users, Considerstions for cluwsing applications sujt-

able for cloud, Different phases to adopt the eloud




Text Books:
1. Raj Buyya, Christian Vecchioln, 5. Selvi, “Mastering Cloud Computing™, TMH, 2013,

2. RajkimarBuyya, James Broberg, Andrzej Goscinski, “Clond Computing: Principles and Paradigms”,
Wiley India, 2013,

Reference Books:
L. Tom white, “Hadoop: The Definitive Guide™, Ed. O Reilly, 2012,
2. Uhuek Lam, “Hadoop in action”, Dreamtech Press, 2011,

3. Dr. Kumar Sanrabh, “Clowd Computing: Insights into New-Era Infrastructure”, 1%° Edition.

Wilev India, 2011,

4. Anthony T. Velte, “Cloud Computing: A Practical approach”™, TMH, 2009,

on

. Halper Fern, Konfiman Marcia, Bloor Robin, Hurwit Judith, “Clond Computing For Dummies”,

Wiley India, 2000,




F Yi
Program: Computer Engineering mai! 4T | Semester: VI

Blockchain Technology (22PECOS80217T)

Prerequisites: Knowledge of Information Secnrity and Network Fundamentals.

Course Objective(s):
1. To understand emerging alstract models for Blockehain Technology and its relevanee with
ervptography,

2. To identify major research challenges and technical gaps existing between theory and practice

in erypto eurrency domain,

3. To provide conceptual understanding of the function of Blockehain as a method of securing
distributed ledgers, how consensus on their contents is achieved, and the new applications that

they enable.

4. To apply hyperledger Fabrie and Ethernm platform to implement the Block chain Application.

Course Outcomes:
On completion of the course, the learner will be ahle to:

Blooms| Blooms
Level | Description

CO | Course Outcomes

Acquire basic knowledge of Blockehain technology and An-
o1 L2 Understand
alyze various algorithms used in Blockehain,

€02 | Introduce eryptocurrency and various regilations, L2 Linielersitaned

Aware of privacy and security issues and applications in
o3 ) L3 Apply
Blockehain,

Design  and  understand  various  applications using
CO4 | Blockchain and Distributed Foundation and cise std- | LG Croato
liss




Blockchain Technology (22PECO8021T)

Course Contents

Unit I Distributed Computing Foundations and the Emergence of
Blockchain Technology: 07 Hrs.
Introduction to Distribated Systems, Challenges in Distribited Record Keeping

Fanlt Tolerance: Crash vs Byvzantine Failures

The Byzantine Genernds Problem and Conscnsns

Scalubility of Consensis Algorithoes, Nakumoto Consonsus and the Geonests of Blockebadin,

Care Technologies in Blockehning Hash Pointers Movkle Trees, Consensus Mechanisms { PoW, PoS),
Byzantine Fanlt Tolerance, Digital Cash and Criptographic Security

Atoanic Broadeast and Blockehain Consistency.

Unit IT Basic Crypto primitives and Blockchain 1.0 07 Hrs.
Cryptographic Building Blocks: Hash Functions: Pre-image resistince, Pruzzlefriendlines, Collision
Resistance, Public Key Cryptography and Digital Signatures, Verifinble Random Funetions, Zero-
Knowledge Proofs (Intro and Relevanes in Privacy),

Biteoin and Blockchain 1.0: Overview of Bitcoin Blockehain, Challenges in Biteoin: Scalability, En-
ergy, Transaction Throughput, Solutions and Workarounds (SegWit, Lightning Network, etc. ),
Consensus Mechanisms: Proof of Work: How and Why it Works, Proof of Stake and Other Alterna-
tives, Trade-offs: Security, Scalability, Decentralization, Bitcoin Scripting: Basies of Bitcoin Seript,

Use Cases: Multi-sig, Time locks, Escrow, Limitations and Future Extensions

Unit IIT Blockchain 2.0 07 Hrs.
Etherenm and Smart Contracts, The Tiring Completeness of Smart Contract Langnages and wveri-

fication challenges, using smart contracts to enforee legal contracts, comparing Biteoin seripting vs.

Ethersum Smart Contracts.

Unit TV Blockchain 3.0 07 Hrs.

Hyperledger fabric, the plug and play platform and mechanisms in permissioned blockchain, The

Linux Foundations Hyperledger Fabric and Microsoft Aznres Blockehain as a Service:

Unit V Privacy, Security Issues in Blockchain 07 Hrs.
Pseudo-anonymity ve. anonvinity, Zeash and Zk-SNARKS for mvIity preservation, attacks on

Blockchains such as Sybil attacks, selfish mining, 51% attacks advent of algorand, and Sharding

B comsensns algorithmes to prevent these attacks

i



Unit VI Blockchain Applications and DiFi Foundations 07 Hrs.
Applications of Blockchain in Healtheare, Auwtomotive, Government, Insurance, Media and Enter-
taimnent. Distributed Ledger Technology: Governance and Regulations, Applications in Governance,
Global Perspectives, Case Study:- Estonian hlock chains transform paying, trading, awl signing. DiFi
Fonmdations, Role of quantum computing in crypto ecosystem. a key ingredient for Distribnted Fi-
nance. Introduction to Web 3.0: Decentralized web concepts, protocols, and impaet Tokenization:
Types of tokens (fungible, non-fungible).

Text Books:

1. Josh Thompson, “Blockehain: The Blockchain for Beginnings, Guild to Blockchain Technology

and Blockehain Programming”, Create Space Independent Publishing Platform, 2017,

2. 5. Shukla, M. Dhawan, 5. Sharma, 5. Venkatesan, “Blockchain Technology: Crvptocurrency

and Applications”™, Oxford University Press, 2019,
Reference Books:

1. Dr. Gavin Wood, "ETHEREUM: A Secnre Decentralized Transaction Ledger”, Yellow paper,
2004.

2. Antony Lewis, “Basics of Bitcoins and Blockchain”, Mango Publishing, 2018,
Web Resources:

1. Cenitre of Excellence, IIT Bombay (https://isrde.iith.ac.in/blockehain/coe/areas.hitml, portal
ncoessed on 15.11,2021).

2. Course Link by IIT Kanpur (https: / /www.cse iitk.ac.in/pages/CS731 . html, portal accessed an
15.11.2021)

3. Course Link by Coursera (https://www.coursern.org,/learn /decentralized-finance-infrastructure

duke, portal nceessed on 10.11,2021),

4. Conrse Link by Coursera (Biteoin and Cryptoenrrency Technologies — Conrsiern, portal ac-
cessed on 09.11.2021),

|




Program: Computer Engineering

Final
B.Tech.

Year

Semester: VIII

Social Network Analysis (22PECOB022T)

Prerequisites: Discrete Mathematics, Machine Learning.

Course Objective(s):

1. To introduce stadents to the fundmmental concepts of social networks and graph theory,

2. To Design gruph-based models for representing social data and apply network analvsis technigues

to reasorn about social velationships and interactions.

3. To familiarize students with ontological modeling, knowledge representation, and ressoning in

social networks.

1. To develop practical skills in applving algorithms and visualization technigues to study network

dynamics, information diffusion, and community evolution in resl-world social networks.

Course Outcomes:
On completion of the course, the learner will be able to:

C0O | Course OQutcomes Blooms| Blooms
Level | Description

COl | Understand and explain the foundational concepts of social | 1.2 Understand
networks, inchiding their structure, evalution, and applica-
tions using graph theory,

CO2 | Construct ontological models and perform reasoning over | L6 Create
social data to support semantic weh applications.

CO3 | Evaluate dynamic behaviors such as cascades and commmi- L5 Evaluate
nity evolution in large-scale social networks.

CO4 | Extract, analyze, and visualize web-based social network | L4 Analyse
data using matrix, graph-hased, and hybrid visnalization
techniges,




Social Network Analysis (22PEC0O8022T)
Course Contents

Unit-1 05 Hrs.
Introduction to Social Networks: Introduction. History of social network analysis, Development
af Social Network Analvsis, measres in network analysis, Socinl Networks va. Link Analvsis, The
Power of Informal Networks, The Power of Social Networks, Applications of Social Networks in Real

Life.

Unit-11 08 Hrs.
Basics of Graph Theory and Structure: Choice of Representation, Degree of a Vertex, Degree
Distribmtion, Average Degree of a Graph, Complete Graph, Regular Graph, Bipartite Graph, Ciraph
Representation, Fdge Attributes, Path, Cycle, Path Length, Distance, Average Path Length, Con-
nectedness of Graphs, Clustering Coeflicient, Average Clustering Coefficient, Algorithms, First Set
of Experiments— Degree Distrilmtions, Second Set of Experiments— Connected Components, Third
Set of Experiments— Number of Breadeh First Searches, Rank Exponent R, Ont-Degree Expoment
O, Hop Plot Exponent H. Eigen Exponent E. Permueation Model, Random Craphs with Preseribed

Degree Sequences.

Unit-111 06 Hrs.
Knowledge Representation, Modelling and aggregating: Introduction to semantic Web, On-
tologies and their role in the Semantic Web. Ontology langnages for the Semantic Web, State-of-the-art
in network dati representation, Ontological representation of social individuals, Ontological represen-
tation of social relationships, Aggregating and reasoning with social network data, Building Semantic
Web applications with social network featnres.

Unit-TV 06 Hrs.
Cascading in Social Networks: Decision Bused Models of Cascade: Collective Action. Ciscade
Capacity, Co-existence of Behaviours, Cascade Capacity with Bilinguality, Probabilistic Models of
Casende, Branching Process, Basic Reproductive Number, SIR Epidemic Model, SIS Epidemic Model,

SIRS Epidemic Model, Transient Contact Network. Cascading in Twitter,

Unit-V 08 Hrs.
Extracting and Analyzing Web Social Networks: Extract ing Evolution of Web Commmmity
from a Series of Web Archive: Types of Changes, Evolution Metrics, Web Archives and Graphs, Lm
ltion of Web Conmmmuity Charts, Temporal Annbsis on Semantic Craph using Three Wu-.-"]"mmr%

['lr'll'n!l]'hﬁ-lﬂ m: Backerommed, Alsonitlimis Tox |||1]|I|-- af Forpesd] Covnommity, Annlvsis of {,}.m T
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and Their Evolutions in Dynamic Networks: Motivation, Problem Formmlation, Algorithm, Com-
munity Discovery Examples, Socio-Sense: A Systemn for Analyzing the Societal Behavior from Weh
Archive: System Overview, Web Structural Analysis, Web Temporal Analysis, Consumer Behavior

Analysis.
Unit-VI 06 Hrs.

Visualizing Social Networks: Introduction, A Taxonomy of Visnalizations: Stractural Visnalizn
tion , The vadue of network layour in visualization, Node-link disgrams, Matrix Oriented Technigues,
Hybrid Technicques, Semantic and Temporal Visaalization: Ontology-hased visoalization. Temporal
Visnalization, Statistical Visunlbzation, The Convergence of Visunlization, Interaction and Analvties:
Vismalization and Analysiz, Visualization and Interaction, Strvetoral and Semantic Filtering with

Umtologies, Centrality-based Visual Discovery and Exploration,

Text Books:

I, Maksim Tsvetovat and Alexander Kowmetsov, “Social Network Analysis for Startups”, O'Tteilly,
2011,

2. Krishna Raj P.M., Ankith Mohan, K.G. Srinivasa, “Practical Social Network Analysis with
Python, Springer, 2018,

3. John Seott, “What is Social Network Analysis”, Bloomshury Aeademic, 2012.
4. Peter Mika, “Social Networks and the Semantic Weh", Springer, 2007.
5. Guandong Xu, Yanchun Zhang, Lin Li, “Weh Mining and Social Networking”, Springer. 2011.

6. Charu C. Aggrwal, “Social Network Data Analytics”, Springer, 2011,

Reference Books:

1. Stanley Wasserman, Katherine Faust, “Social Network Analysis: Methods aomd Applications™,
Cambridge University Press, 1904,

2. Stephen P Borgatti, Martin G Everett and Joffrey C Johnson, “Analyzing Social Networks”,
SAGE, 2013,

3. Mehmet Kayn, Reda Alhaji, “Influence and Behavior Analysis in Social Networks and Social
Media™, Springer, 2019,
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Program: Computer Engineering

Final
B.Tech.

Year

Semester: VIII

Ethical Hacking and Digital Forensics (22PECOS80237T)

Prerequisite: Information Security,

Course Objective(s):

L. To understand ethical hacking concepts, lucker classifieations, and hacking methodolosies

[

through footprinting, scanming, and emuneration.

To understand and use basic tools and methods to find information about computer systoms

3. To introdice the phases and tools nsed in penetration testing and svstem hacking,

4. To explain the fundamentals and significance of digital forensics i various domains

5. To develop the ability to collect, preserve, and analyze digital evidence nsing proper technigues

and tools while considering legal and anti-forensic chiallonges.

6. To familiarize students with modern forensic tools and techniques nsed in email and mobile

deviee investigations.

Course Outcomes:
On completion of the course, the learner will be ahle to:

Blooms| Blooms
CO | Course Outcomes
Level Description

Explain ethical hacking concepts, hacker types, legal as-

c .2 Understand
pects, and real-world application

) Use footprinting, scanning, and emumeration tools to gather

coz2 L2 Understand
systemn and network information.
Perform penetration testing and demonstrate basic svstem

co3 L3 Apply
hacking technigues.
Identify digital evidence and apply file system and disk

Coq L3 Apply
forensics tools,
Apply evidence collection, hashing, and anti-forensics detec-

CO5 L3 Apply
tion methods.
Analyze network traffie, mmnil artifacts, and mobile device

O 1.1
dhari nsing forensic tools.

x]




Ethical Hacking and Digital Forensics
(22PECO8023T)
Course Contents

Unit I Introduction to Ethical Hacking Technology: 06 Hrs.
Introduction o Ethical Hacking, Classifiestion of Hackers { White Hat, Black Hat, Grev Hat), Phnses
of Ethieal Hacking, Cyberseeurity vs Ethieal Hacking, Cybor Lows and Ethical Responsibilities, Ine
tronduetion to Artificial Intelligence in Cyberseourity and Hacking, Industey Cortifieations in Ethieal
Hacking, Scope aml Career Opportunities in Ethical Hacking, Real-Waorld Case Studies of Ethical

Hacking.

Unit II Footprinting, Scanning, and Enumeration: 06 Hrs.
Footprinting Techniques, DNS Interrogation, Email Harvesting, Social Engineering, Footprinting
Tools (Maltego, Recon-ng), Seanming Methodology, Port Scanning Types and Tools (Nmap, Net-
cat), Emuneration Technigues, Enumeration Tools (SNMP. SMB. LDA P), Bamner Grabhing, Use of

Al for Automaterd Reconnnissance and Threat Detection

Unit 111 Penetration Testing and System Hacking 0T Hrs.
Penetration Testing: Fundamentals of Penetration Testing, Types of Penetration Testing (Black Box,
White Box, Grey Box), Phases of Penetration Testing, Penetration Testing Tools (Metasploit, Burp
Suire, Nikto,etc)

System Hacking: Password Attacks (Brute-force, Dictionary, Rainbow Tables), Privilege Escalation
Technigues, Malware and Rootkits, Executing Applications and Hiding Files, System Hacking Tools,
Intraduction to Dark Web and TOR Network, Dark Web-based Threat Intelligence and Anonvmity

Toaols .

Unit IV Introduction to Digital Forensics : 07 Hrs.
Definition aned Scope of Digital Forensics, Types and Characteristios of Digital Evidence, Phases of
n Digital Investigation, File System Forensies (FAT, NTFS), Disk laging and Cloning (Bit-by-Bit
Copy), Data Recovery Concepts, Deleted File and Slack Space Analvsis, Metadata Extraction and
Timestamp lnterpretation, Disk Forensics Toals (FTK [mager, Autopsy, EnCase), Role of Al and

Machine Learning in Digital Forensies,

Unit V Evidence Collection and Data Analysis 07 Hrs.

Evidenee Collection Techuigues (Live vs Dead ), Chain of Custody and Legal Considerntions, Valatile

SHAL SHAZSH) Lor Verilirstiimg, Writs Blewkirs amd Timmeing Devirs. Anti-For

¥



(Data Hiding, Steganography, File Obfuscation), Detection and Countering Anti-Forensics, Use of
Al Took for Pattern Dotection and Data Anomaly Analysis | Data Carving and Signature-Based

Recovery.

Unit VI Network, Email, and Mobile Forensics 06 Hrs.
Network Forensics (Packet Capture, Flow Analysis), Live Traflic Monitoring Tools (Wireshark, TCP-
Dump), Log File and Firewall Analysis, Intrusion Detection Logs, Honevnet and Sandbox Environ-
ments, Emall Forensies (Header and Server Log Analvsis, MIME Format), Mobile Device Forensics
(Android and 1085), Acquisition Teclmiques (Logieal, Physical. Clond ), SIM and App Data Extrae
tion, Tools (Cellebrite, XRY. MOBILedit ), Open Source htelligence (OSINT) and Thront Artrilsition

Techmigues.

Text Books:

1. EC-Council “Ethical Hacking and Comntermenasnres Attack Phases”, Cengage Learning, 2nd Edi-
tion, 2017

2. Rafay Boloch, “Ethical Hacking and Penetration Testing Guide™, CRO Press, 2011,

3. John R. Vaeca, “Computer Forensics”, Computer Crime Investigation Firewall Medin, New
Delhi. 2012

4. Nelson, Phillips, Stenart, “Guide to Computer Farensics and Investigations”, CENGAGE Learn-
ing, Gth Edition, 2020,

5. E. Casey, “Digital Evidence and Computer Crime: Forensic Science, Compnters and the Inter-
net”, 3rd ed. Burlington, MA, USA: Academic Press, 2011,

6. 8. Davidoff and J. Ham, “Network Forensics: Tracking Hackers through Cyberspace”. Upper
Saddle River, NJ, USA: Preatice Hall, 2012.

Reference Books:
1. Kevin Smith, “Hacking How to Hack - The ultimate Hacking Guide”, Hacking lntelligence. 2018
2. Kevin Beaver, “Ethical Hacking for Dummies”, Sixth Edition, Wiley, 2018

3. Keith J. Jones, Richard Bejtiich, Curtis W, Rose, “Real Digital Forensies™, Addison- Wasley
Pearson Education 2006

1. Tomy Sammes and Brian Jenkinson, “Forensic Compiling”, A Tractitioneris Guide, Springer

International edition,

83




G. Jesus Mena, “Homeland Security, Technignes & Technologies”, Firewall Medin,

7. ). T. Luttgens, M. Pepe, and K. Mandin, “Incident Response and Computer Forensies™, Srd ed.
New York, NY, USA: MeGraw-Hill Edneation, 2014,
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Final

Program: Computer Engineering B.Tech.

Year

Semester: VIII

Internship (22INTCOS030L)

Course Objective(s):

. To expose technieal stndents for the industrial environment, allowing them to goin real-world

exparience and develop into competent professionals.

2. To pravide opportunities to learn and enhance the practical technical skills regisired for profes

sionnl roles.

3. To familiarize students with current technological developments relevant to their field of study.

1. To develop technical writing skills for reports and projects.

5. To introduce students to the responsibilities and ethics of the engineering profession,

6. To develop an inderstanding of employee psychology, habits, attitudes, and problem-solving

approaches,

Course Qutcomes:

On completion of the course, the learner will be able to:

Blooms
Blooms
CcO Course OQutcomes Descrip-
Leval
tion
Apply the basics of science and engineering to systematically in-
cm ‘ . L3 Apply
vestignte and interpret an engineering problem.
Build technical knowledge to enhance the problem-salving ap-
CO2 LG Create
proaches for complex problem.
) Develop awareness abont general workplace behavior and huild
co3 | Lt Crente
interpersonsl and team skills,
cou Develap logical rensoning, report writing, presentation and man-
agement skills,
e Understanding of lifelong learning processes through internship
i ]
CXTETICTIR
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Internships offer valuable educational and career development opportunities by providing students
with practical experience in their field of study. In Semester—VIII, students have two options for their
internship: Industry Internship and In-howse Internship.

1. Industry Internship

Industry Internship Guidelines:

s The Training and Placement (T&P) cell of the mstitute will arrange internships for students in

indhustries forganizations after the seventh semester,

& Students are ux!:lfqum! Eix el 'm[l_-nr,';hip olfers regnre e of ths COT Y, J'Hh J“”ﬁh._ Juwrnthin kW

or stipeyud offered,

s Alternatively, students can individually apply by submitting “Student Internship Program Ay
plication™ (available on Institute Website) for industry internships, adbering to the prescribed

auidelines as follows:

1. Only TEP department granted internship will be considered.
2. The internship duration should be of minimm 12 Weeks.

3. Each student needs to take prior permission from T&P department before provesding for

any internship opportunity on his/her own,

4. Each student will be monitored twice (virtually/through online meetings) during the in-
ternship period in the presence of an industry mentor and the departmental fneulty mentor
and the concerned TPC.

5. If any student wants to withdraw from the Internship, he/she can only be allowed within
two weels of joining the same. Such students will have to continie the semester VI

academic activities regularly along with In-house internship.

Expected Activity in Industry Internship:

s Students may choose to work on innovation or entreprenenrial activities resalting in gtart-ups
or undergo internships with Industry /NGO, Government organizations Micro/ Small/ Medhm
enterprises to prepare for the industry,

s Every student is required to prepare a file containing doowmentary prools of the activities done
by him /her. The evaluation of these activities will be done twice (virtually /through online ineet-
mgs) during the internship period by the committee constituted by the Head of the Department
which shall inclide Industry mentor, faculty mentor and Department TEP Co-ordinator (TPC),

The assessment criteria for continnons assessment is as per Tahle 4.

bt I3




Tahle 4: Continnons Assessment for Industry Internship

Internship Objec- | Internship Ex- | Professional Dewvel- | Internship Presentation (30
tives and Goals (30 | perlence Skills | opmant and Growth | Report (30 | Marks)
Marks) Ghrined/Enhanced (30 Marks) Marks)

(30 Marks)

o The ESE will be jnintly evalnated by an industry mentor, faculty member and department TP

coordinator (TPC), The evaluntion eriteria s as por Table 5.

Table 5: Evaluation Criteria of Industry Internship

Internship Ohjec- | Internship Ex- | Professionnl Devel- | Interaship Presentation (30
tives and Goals (30 | perience Skills | opment and Growth | Report (30 | Marks)
Munrks) Calned {Enhanced {30 Marks) Marks)

(00 Marks)

Industry Internship Report:

e Upon completion of the internship, students should prepare a comprehensive report that reflects
their observations and learnings during the internship period. Students can consult their Indus-
trial Supervisor, Faculty Mentor, or T&P Co-ordinator/Officer for guidance on selecting special
topics and problems for the report.

¢ The mternship report will be evaluated based on the following criteria:
i. Adequacy and purpeseful write-up.
ii. Variety and relevance of learning experience.
iii. Practical applications and conviections with the fundmmental theories and concepts covered

in the conrse (Semester | to V11).

2. In-house Internship
The in-house internship provides students with research-oriented opportumities to cultivate a
research mindset, It serves as an extension of the project completed in VI and VII seresters

(Project Stage-1 & 11) or offers new objectives provided by the department or research guide,

L. The in-honse internship can be pursied individually or as s group aetivicy.

2. If extending a project from Stage [1 at least one stadent in the group mmst have partici-

patecl in Srage | & 1




3

4.

b.

9,

If working on the topic offered by the department or in-house mentor, a group of fresh

students can form a team.
The maximum group size is [imited to four students,

In ease of extension of project stage 11, the onteomes shonld be in the form of prodoct de
velopment /technology transfer nlong with patent and copyright / one research puhlicstion
(UGC care listed jonrnal/conference). Stadents can work jointly with any government
funding agency or industry, In such cases. o detailed project report shall be submitted af-
ter verification by the im-house mentor and industey/ unding ageney wentor fauthority. In
case of standalone/non-sponsored aetivity, Le. withont any Buwling agency findustry col-
lnbsormtion, the detailed project report shall be submdtved alter verificstion by the in-house

mentar.,

. If pursuing a Topic offered by the department or in-house mentor, the outeome of the

in-house internship should include the publication of a research paper, preferably in an
SCI/Seopus/UGC care listed /indexed Jonrnal/Conference. The detailed project report

must be submitted and verified by the in-house mentor,

- All the designated work shall be submitted to the department in the form of a report i

hardbound as well as soft copy.

. Evaluation Scheme:

L Continuous Assessment:

(a) A loghook (as per Table 6) of the work done must be maintained by each group.

(b) Each in-house internship activity will be reviewed twies in the semester. In the first
review (as per Table 7), at least 40% work shall be completed including the topie
identification / introduction/ scope of the work, literature survey, problem definition
and ohjectives, The remaining 60% of work shall be completed in the second review
{as per Table 8) including implementations, key findings, publications &/ patenting

&/ copyright &/ product development ete.,

I1. End Semester Examination:
End semester examination (as per Table 9) will be jointly evaluated b the faculty mentor

and an external exmminer appointed by the HOD in consultation with the COE,

Assessment Formats:

by




Table 6: Log Book Format

Sr | Waek [Start Date: End Date) | Work Done | Sign of In-house mentor | Sign of Coordinator

Table 7: First Review

Tople ldontiication & Validation | Literniure Survey | Problan Dolinition | Objectives
(20 Marks) {20 Marks) (20 Marks) (156 Marks)

Table 8: Second Review

Implementation (20 Marks) | Publications (20 Marks) | Roport (20 Marks) | Presentstion (15 Muarks)

Tahle 9: End Semester Exauminntion

Literntisre  Sur- | Ohjectives & Im- Repart, Publica-
Toplc ldeotification & | vey & Problem plementation or | Presenintion | theos/Patent /IPR
Validation (30 Marks) Dofinition (30 | Product Devalop- | (30 Marks) Dienments {30
Munrks) ment {30 Marks) Marks)

sf)




